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Abstract: The generalized fractional Hilbert transform has been used in several areas, including optical, signal 

processing. In this paper, we have proved inversion theorem for generalized fractional Hilbert transform using 
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I.  INTRODUCTION 

 
Fractional integral transforms play an important role in signal processing, image reconstruction, pattern 

recognition [7, 8]. The Fourier transform plays a major role in the theory of optics, signal processing and many 

other branch of engineering. In 1980 Victor Namias [5] introduced generalization of Fourier transform, the 

fractional Fourier Transform (FrFT) through eigen value method which he applied it to quantum mechanics. 

Zayed [9] has discussed about the product and convolution concerning that transform. Numbers of other integral 

transforms also have been extended in the fractional domain for example, Akay [1] had studied fractional Mellin 

transform, Gudadhe, Joshi [3] discussed generalized Half Linear Canonical transform, Sontakke, Gudadhe [6] 

studied number of operation transform formulae of fractional Hartley transform. These fractional transforms 

found number of applications in signal processing, image processing, quantum mechanics etc. 

The Hilbert transform based on Fourier transform has widely been applied in many areas such as 

optical systems, modulation, edge detections [2, 4], etc. The Hilbert transformation is also used in the 

construction of analytic signals, which in turn can be used to construct the complex envelop of a real signal. The 

complex envelop method is very useful in finding the output of band pass filters [11]. 

The Hilbert transform of a signal ( )f x  is defined as [11]                                    

1 ( )
[ ( )]( )

f x
H f x t

t x
dx


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and the analytic part of ( )f x  is defined as   ( ) ( ) [ ]( ).F t f t iH f t   

One of the most important properties of analytic signals is that they contain no negative frequency 

components of the real signal. Zayed [11] defined the fractional Hilbert transform (FrHT) for the signal ( )f x  

with angle   as 
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when the integral exist, where the integral is a Cauchy Principal value. 

Notice that generalized fractional Hilbert transform reduces to standard one as in [11] when 
2


  .  

In this paper first we define fractional Hilbert transform on the spaces of generalized functions in section two. 

Section three is devoted for proving Inversion and Uniqueness theorem for generalized fractional Hilbert 

transform. Lastly conclusion is given in section four. 
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II. GENERALIZED FRACTIONAL HILBERT TRANSFORM 

 
For dealing fractional Hilbert transform in the generalized sense, first we define, 

2.1 THE TESTING FUNCTION SPACE ( )
n

E   

An infinitely differentiable complex valued function   on 
n  belongs to ( )

n
E   if for each compact set 

K S  where  , , 0
n

S x x       and for
n

K   ,                   

         , ( ) sup ( )
K

E K
K

D x
x

    


    

Clearly E is complete and so a Frechet space. Moreover, we say that f  is a fractional Hilbert transformable if it 

is a member of 'E  (the dual space of E).  

2.2 GENERALIZED FRACTIONAL HILBERT TRANSFORM ON '( )
n

E   

The generalized fractional Hilbert transform of ( ) '( )
n

f x E    where '( )
n

E   is the dual of the testing 

function space ( )
n

E  , can be defined as  

     [ ( )]( ) ( ), ( , )H f x t f x K x t


                for each    t                                                                (1) 
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The right hand side of (1) has meaning as the application of  'f E  to ( , )K x t E  . [ ( )]( )H f x t


 is 
th

  

order generalized fractional Hilbert transform of the function ( ).f t  

 

III. INVERSION THEOREM 

 
In this section we have proved the inverse theorem in the generalized sense using Zemanian technique. 

Theorem: Let ), 0( ) '(
n

xf x E     s. t. 0, ,
2


   

supp :af S  : ,| | , 0n

aS x x x a a   
 
and let ( )H t

 be the generalized fractional Hilbert 

transform of f as defined by [ ( )]( ) ( ) ( ), ( , )H f x t H t f x K x t 

   

Then for each ( )D I  we have 
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Proof: To prove the inversion theorem, we require the following lemmas to be used in the sequel. 

3.1 Lemma: Let [ ( )]( ) ( )H f x t H t   for   0  s. t. 


 ,
2

,0
 

and supp 

aSf   : ,| | , 0nx x x a a   
 
for ( ) ( )x D I  , set ( ) ( ) ( , )t x K x t dx 





   

Then for any fixed number r, ,r     

( ) ( ), ( , ) ( ), ( ) ( , ) , ( )

r r

r r

t f v K v t d f v t K v t d t i      
 
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(2) 

where, 
nCt and v is restricted to a compact subset of  

n .  

Proof: The case ( ) 0x   is trivial, so that consider ( ) 0x  , it can be easily seen that 
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( ) ( , ) ,

r

r

t K v t d t i   


  is a 
C  function of v and it belongs to E. 

Hence the right hand side of (2) is meaningful. 

To prove the equality, we construct the Riemann- sum for this integral and write 

1
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Taking the operator 
k

vD  within the integral and summation signs, which is easily justified as,  
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As 

1
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It follows that for every m, the summation is a member of E and it converges in E to the integral on the right 

side of (2).  

 3.2 Lemma: For ( ) ( )t D I  , set ( )t as in lemma (3.1) above for ,nt C v  restricted to the subset of  
n ,  

 then     ( ) ( ) ( , ) ,

r

r
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converges in ( )
n

E  ,  to ( )v
 
as r . 

Proof: We shall show that ( ) ( )rM v v in E as r . 

It is to show  
sup

, [ ( ) ( )] [ ( ) ( )] 0k

K k r v K v rM v v D M v v       as r  

We note that for 0,k   

 ( , ) ( ) ( , ) ( )K v t x K x t dxd v   
 

 

   

This is to say that     
lim ( ) ( )r rM v v   

Since the integrand is a 
C  function of v and ( )D I , we can repeatedly differentiate under the integral 

sign in (3) and integrals are uniformly convergent, we have  

 ( , ) ( ) ( , ) ( )k

vD K v t v K x t dxd v v K   
 

 
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Hence  the claim. 

Now let ( ) ( ),x D I  we shall show that 

  

( , ) ( ) , ( )

r

r

K x t H t d x   



 

tends to ( ), ( )f x x as r                                       (4) 
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From the analyticity of ( )H t
 on C


 and the fact that ( )x  has compact support in I, it follows that the left 

side expression in (4) is merely a repeated integral with respect to x and t and the integral in (4) is continuous 

function of x as the closed bounded domain of the integration. 

Therefore, we can write (4) as 

( ) ( , ) ( ) ( ) ( , ) ( ), ( , )

r r

r r

x K x t H t d dx x K x t f v K v t d dx      
 
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     

( ), ( , ) ( ) ( , )
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f v K v t x K x t dxd  


 
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Since ( )x  is compact support and the integrand is a continuous function of ( , )x t , the order of integration 

may be changed. The changed in the order of integration is justified by appeal to lemma 3.1. 

This yield,  

( ), ( , ) ( )

r

r
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

   

where ( )t is an in Lemma 3.1. Hence by Lemma 3.1, this is equal to  ( ), ( , ) ( )

r

r
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that is                                                    
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Again by lemma 3.1 equation (5) converges to ( ), ( )f x x
 
as r . 

This completes the proof of the theorem. 

Proof of Inversion Theorem: 

Let D  , we have to show that 

lim ( ) ( , ) , ( ) ( ), ( )

r

r

r

H t K x t dt x f x x

  



  

The integral on t is a continuous function of x  and therefore the left hand side without the limit notation can be 

written as  

( ) ( , ) ( ), ( , ))

r

r

x K x t f v K v t d dx  


 

   ,         ,s i r      

Since ( )x  is of bounded support and the integrand is a continuous function of ( , )x t  the order of integration 

may be changed.  This yield 

( ), ( , ) ( ) ( , )

r r

r r

f v K v t x K x t dxd  
 
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( ), ( , ) ( )

r

r

f v K v t t d 

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where ( )t  is in Lemma 3.1, hence by Lemma 3.1.  

( ), ( , ) ( )

r

r

f v K v t t d 


 
 

( ), ( )f x x         as r     using lemma 3.2. 

This completes the proof of the theorem. 
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3.3. UNIQUENESS THEOREM 

 

If [ ( )]( )H f x t
 and [ ( )]( )H g x t

are generalized fractional Hilbert transform of f(x) and g(x) respectively 

such that 


 ,
2

,0
 

and supp :aSf   : , | | , 0n

aS x x x a a     and 

supp  : : , | | , 0 if  b b

ng S S x x x b b     [ ( )]( ) [ ( )]( )H f x t H g x t   then f g  in 

the sense of equality of )(ID .
 

Proof:  By Inversion theorem 

  

 lim [ ( )]( ) [ ( )]( ) ( , )

r

r

r

f g H f x t H g x t K x t dt 





    

 = 0 

Thus   f = g in ( ).D I
                     

where 
tx

e
txK

xti




 )(
2

cot 22

1
),(






. 

IV.   CONCLUSION 

 
In this paper fractional Hilbert transform is extended to the distribution of compact support by using the kernel 

method. Since fractional Hilbert transform is useful in signal processing tool, we believe that generalized 

fractional Hilbert transform will also become useful tool for signal processing and image processing particularly 

when the signals are impulse type.  
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