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Abstract: A new modified of Chicken Swarm Optimization (CSO) algorithm called multi step CSO is proposed 

for global optimization. This modification is reducing the CSO algorithm’s steps by eliminates the parameter 

roosters, hens and chicks. Multi step CSO more efficient than CSO algorithm to solve optimization problems. 

Experiments on seven benchmark problems and a speed  reducer design were conducted to compare the 

performance of Multi Step CSO with CSO algorithms and the other algorithms based population such as 

Cuckoo Search (CS),Particle Swarm Optimization (PSO), Differential Evolution (DE) and Genetic Algorithm 

(GA). Simulation results show that Multi step CSO algorithm performs better than those algorithms. Multi step 

CSO algorithm has the advantages of simple, high robustness, fast convergence, fewer control. 

Keywords: Benchmark function, Chicken swarm optimization, Metaheuristic algorithm, Multi swarm 
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I. Introduction 
Bio-inspired meta-heuristic algorithms have shown proficiency of solving a great many optimization 

applications [1],[2]. In fact, in addition to genetic algorithms and neural networks, there is a class of 

metaheuristic algorithms which are inspired by some successful characteristics of biological systems in nature 

[3]. In particular, a metaheuristic algorithm is called as a robust only if it fulfils two requirements: 

intensification and diversification [3],[4]. Intensification consists of exploring the current local search position 

to find the best quality of solution. Diversification consists of ensuring that the entire search space can be 

covered during search for new solutions. Therefore, the ability of a metaheuristic to find the global optima is in 

correlation with its capability to find an optimal balance between the intensification (exploitation) and the 

diversification (exploration) of the search.  

Bio-inspired meta-heuristic algorithms find near-optimal solutions to the difficult optimization problems by 

motivation from nature [5]. The previous bio-inspired meta-heuristic algorithms has been introduced i,e. Particle 

Swarm Optimization (PSO),  Artificial Bee Colony (ABC) algorithm, Differential Evolution (DE)[6].  Those 

algorithms have been developed for solving difficult optimization problem. Researchers have shown that 

algorithms based on swarm intelligent have great potential and have attracted much attention [7]. 

PSO is a heuristic global optimization method put forward originally by Doctor Kennedy and Eberhart in 1995  

[8]. It is developed from swarm intelligence and based on the research of bird and fish flock movement behavior 

[8,9].  

ABC algorithm is proposed by Karaboga in Erciyes University of Turkey in 2005 [5,10,11]. This Algorithm 

mimicking the foraging behaviour of honey bee colony. As in [10], there are three essential components of ABC 

algorithm: food sources, employed foragers and unemployed foragers and two important basic behaviour:  

recruitment and abandonment the food sources [5, 12]. In ABC algorithm, the position of a food source 

represents a possible solution to the optimization problem and the nectar amount of a food source corresponds to 

the quality (fitness) of the associated solution. The number of the employed bees or the onlooker bees is equal to 

the number of solutions in the population. ABC algorithm has many advantages but it has two major 

weaknesses: one is slower convergence speed; the other is getting trapped in local optimal value early [13]. 

The DE algorithm is a population-based algorithm like genetic algorithms using the similar operators; crossover, 

mutation and selection [14]. The main difference in constructing better solutions is that genetic algorithms rely 

on crossover while DE relies on mutation operation. This main operation is based on the differences of 

randomly sampled pairs of solutions in the population. The algorithm uses mutation operation as a search 

mechanism and selection operation to direct the search toward the prospective regions in the search space. The 

DE algorithm also uses a non-uniform crossover that can take child vector parameters from one parent more 

often than it does from others. By using the components of the existing population members to construct trial 

vectors, the recombination (crossover) operator efficiently shuffles information about successful combinations, 

enabling the search for a better solution space. In DE, a population of solution vectors is randomly created at the 

start. This population is successfully improved by applying mutation, crossover and selection operators. In the 

DE algorithm, each new solution produced competes with a mutant vector and the better one wins the 
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competition. Differential evolution is a very simple but very powerful stochastic global optimizer. Since its 

inception, it has proved to be very efficient and robust technique for function optimization and has been used to 

solve problems in many scientific and engineering fields [15]. 

The previous algorithms are single swarm optimization algorithm. Their common essence is to simulate and 

reveal some natural phenomena and processes developed according to the system initializing a set of initial 

solution, the operation iterative rules specific for a group of solutions combined with the search mechanism 

itself are iterative, and finally get the optimal solution [16]. Algorithm to obtain better performance is still being 

developed. Therefore, in 2014 Xianbing Meng et.al. proposed multi swarm optimization algorithm called 

Chicken Swarm Optimization (CSO). CSO can achieve optimization results both accuracy and robustness 

optimization in terms compared to previous single swarm optimization algorithms. 

However, as a multi swarm optimization, there are so many parameters should be set. To reduce the number of 

parameters, in this paper, we modify the chicken optimization as a multi swarm optimization be a multi step 

optimization. 

 

II. Chicken Swarm Optimization 
Chicken Swarm Optimization (CSO) based on the chicken behavior was proposed by meng et al [1]. As in [1], 

there are at least four rules in the chicken behavior, as follows 

a. In the chicken swarm, there exist several groups. Each group comprises a dominant rooster, a couple of 

hens, and chicks. 

b. How to divide the chicken swarm into several groups and determine the identity of the chickens (roosters, 

hens and chicks) all depend on the fitness values of the chickens themselves. The chickens with best several 

fitness values would be acted as roosters, each of which would be the head rooster in a group. The chickens 

with worst several fitness values would be designated as chicks. The others would be the hens. The hens 

randomly choose which group to live in. The mother-child relationship between the hens and the chicks is 

also randomly established.  

c. The hierarchal order, dominance relationship and mother-child relationship in a group will remain 

unchanged. These statuses only update every several (G) time steps.  

d. Chickens follow their group-mate rooster to search for food, while they may prevent the ones from eating 

their own food. Assume chickens would randomly steal the good food already found by others. The chicks 

search for food around their mother (hen). The dominant individuals have advantage in competition for 

food. 

       The roosters with better fitness values have priority for food access than the ones with worse fitness values. 

For simplicity, this case can be simulated by the situation that the roosters with better fitness values can 

search for food in a wider range of places than that of the roosters with worse fitness values. This can be 

formulated below. 

    
        

                   (1) 

 

    

      

    
     
      

          
              (2) 

 

where Randn        is a Gaussian distribution with mean 0 and standard deviation   .  , which is used to avoid 

zero-division-error, is the smallest constant in the computer. k, a rooster’s index, is randomly selected from the 

roosters group, f is the fitness value of the corresponding x.  

As for the hens, they can follow their group-mate roosters to search for food. Moreover, they would also 

randomly steal the good food found by other chickens, though they would be repressed by the other chickens. 

The more dominant hens would have advantage in competing for food than the more submissive ones. These 

phenomena can be formulated mathematically as follows. 

    
        

                
      

                 
      

    (3) 

       
      

         
   (4) 

                (5) 

where Rand is a uniform random number over [0, 1],          is an index of the rooster, which is the ith 

hen’s group-mate, while          is an index of the chicken (rooster or hen), which is randomly chosen 

from the swarm      . 

The chicks move around their mother to forage for food. This is formulated below. 

    
        

          
      

    (6) 
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Where     
 , stands for the position of the  -th chick’s mother          . FL            is a parameter, 

which means that the chick would follow its mother to forage for food. Consider the individual differences, the 

FL of each chick would randomly choose between 0 and 2. 

 

III. Chicken Swarm as A Multi Step Algorithm 
Original CSO requires at least six parameters should be set, i.e RN (number of rooster), CN (number of Chick), 

MN (number of mother ), HN (number of hen) , G (maximum generation ) and FL (the interval random 

number). The superiority of CSO over PSO, ABC and DE should be the case as follows 

a. If we set RN =CN = 0, and let S1, S2 be the parameters like c1 and c2 in PSO, thus CSO will be similar to 

the standard PSO. Hence CSO can inherit many advantages of PSO  

b. If we set RN and MN at 0, thus CSO essentially becomes the basic mutation scheme of DE. Hence the 

partial conclusions from the DE [2] can be used. In practice, FL [0.4, 1] usually perform well. 

c. If we set RN amd HN at 0, thus CSO will be similar to ABC. 

 

Thus, as a multi swarm optimization, each group of CSO has the different range search ability. For example, 

Hen group has wide range exploration, thus the movement of Hen group have global search ability. Other hand, 

the range of movement of chick and Rooster group is at the Neighbor of current position. To this, chick and 

rooster group have local search ability. That’s mean that after ranking the fitness value, only the first RN and the 

last CN will exploit the local optima from the current position and HN will explore to find the new solution. 

Whereas, the next best optimal may be occur at the neighbor of the one of Hen group current position. Because 

of this, the original CSO has been modified be a multi step CSO by running all groups step by step for all 

population. Not only reducing the number parameter but also the exploration and exploitation of search space 

can be done by all individual of population not separately. The multi steps are separated be two steps. The first 

step is diversification (exploration). In this step, the hen group which will be the first step is reduced. Because of 

having the largest area search ability, the reduced form is used to exploring the global optima. Each individual 

of chicken population move to the other position by the best chicken and the other chicken. Obviously, all 

individual chicken is treated as a hen. The second one is intensification (exploitation) step. This step evaluates 

the value from the first step.  Since the rooster and chick group have the local search ability, the both group will 

be used to exploit the current position from the first step, respectively. Similar to the first step, each individual 

of chicken population is considered as a rooster then as a chicken respectively. 

 

IV. The Procedure Of Multi Step Chicken Swarm Optimization (MCSO) Algorithm 
The procedure of multi step CSO could be described in the following steps. 

4.1    Inizialization of MCSO Population : 

Individu of multi step chicken swarm population are inizialized by using the following formula 

                     (7) 

with    and    are lower bound and upper bound of the search space. It is given so that the obtained candidate 

solutions located in the search space.  
4.2  Diversification (exploration) Step 

Exploration step reduces the hens step in the CSO because it has the most wide search space. The reduction 

formula is used to explore the global optimum by eliminating the hen group parameter. Each individu of chicken 

population repair their position againts two other individu in that population. The formed formula is as follows: 

                                                       (8) 

with   

       
       

      
  (9) 

and 

               (10) 

              is randomly chosen from the chicken swarm with         . 

After         obtained, the objective value (fitness value) compared with the fitness value of     . The solution 

that have the best fitness value is choosen as an individu of new population that called individu of the global 

population           . 

 

4.3 Intensification (exploitation) Step 

Candidate solution (chicken individu) that have been obtained by exploration step will be repaired again by 

exploite the neighbourhood using the reduction of rooster and chicken formulas. Similar with exploration step, 
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this step also eliminates rooster and chicken groups. Local optimum search carried out in two steps, the first step 

using the reduction rooster formula as follows. 

                                  (11) 

with 

    

            

    
           

         
          

                   (12) 

 

The first local optimum solution obtained by exploite the global optimum population using Eq (11). After the 

first local optimum obtained, the next step is compare its fitness value with fitness value of previous global 

optimum solution. The solution that have the best fitness value is choosen as individu of the first renewal 

population that called Local population I           . 

After new local population I            obtained, the next step as the final step of Multi step CSO is find the 

more local optimum (the second local optimum) by using the reduction chicken formula of CSO as follows : 

                                          (13) 

           is randomly chosen from the local population I with       and            is a parameter 

(see CSO). 

After the second local optimum obtained, the next step is compares its fitness value with the previous local 

optimum solution fitness value. The solution that have the best fitness value is choosen as individu of the second 

renewal population that called local population II           . This population is used as the initial population for 

the next iteration until the stopping criteria are met. In this research the stopping criteria is amount of iteration. 

From above explanation, then  Multi Step CSO Algorithm is Fig. 1 : 

 

1. Initialize a population of N chicken using (7) 

2. Evaluate the N chicken fitness value,    . 

3. While    . 

4. For       

4.1.  Step 1: explore the global optimum using (8) 

Selection of individu global population           

4.2.  Step 2: Exploitation local optimum  

4.2.1. The first local optimum using (11) 

    Selection of individu local population I            

4.2.2. The second local optimum using (13) 

    Selection of individu local population II            

5. End For 

               End While 

Figure 1. Pseudocode of Multi-step CSO 
 

V. Experiment and Ddiscussion 
Recent related studies show that global optimization algorithms have been adopted in a wide range of 

applications. In all domains, the role of an optimization algorithm consists of reducing the cost or increases the 

outputs such as profit or performance. Many different studies show that Cuckoo Search (CS) performs better 

than Particle Swarm Optimization (PSO), Genetic Algorithm (GA) and many other optimization algorithms. The 

CS high performance can be justified by the fewer parameters used. Furthermore, CS convergence and search 

for obtaining new solutions is faster than PSO and GA, which affects the optimization cost. In order to evaluate 

the cost value of MCSO with CSO, GA and PSO, seven popular test functions are used. The implementation of 

these test functions is realized by using Matlab R2009B. Comparisons are carried out for ten-dimensional case, 

that is,      for all test functions. 30 particles are included in the population. Change of average means that 

an average of the best particle in 30 particles at the iteration for 20 trials are shown.  
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Table 1: The benchmarks function  
No. Function Formula Global optima and boundary 

1 De jong 
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3 Rosenbrock 
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Figure 2. Cost minimization for  De Jong  function 

 

  

Figure 3. Cost minimization for Rastrigin function Figure 4. Cost minimization for Griewangks function 
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Figure 5. Cost minimization for  Ackley function Figure 6. Cost minimization for  Rosenbrock 

function 

 

  

Figure 7. Cost minimization for  Shubers function Figure 8. Cost minimization for d modal Michalewiz 

function 
 

The Figure 2- Figure 8 show that MCSO obtain the best minimum value than the others and fast convergence. It 

is shown from the number of iteration in each experiment. In the first number of experiment MCSO algorithm 

directly produces minimum value that close to minimum value of each benchmark function. It is happens 

because in MCSO every individu of population on chicken swarm through the diversification and intensification 

steps so this algorithm is more simple because it have fewer control parameter. Therefore, the MCSO algorithm 

has high robustness and fast convergences. 

 

VI. Conclusions 
In this work, the performance of Multi step CSO algorithm was compared with the original CSO, CS, PSO and 

GA on a large set of unconstrained test functions. Simulation results show that Multi step CSO algorithm 

performs better than those algorithms (Fig. 2-8). Multi step CSO algorithm has the advantages of simple, high 

robustness, fast convergence, fewer control parameters. 
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