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Abstract: With the evolving and interdisciplinary nature of research, there is a need to facilitate and assist 

researchers in the manual process of building a literature review. This paper proposes an assisted literature 

review prototype based on machine learning models (MLM) to discover, rank and recommend the relevant 

papers. Using text and data mining models, MLM and a classification model, all of which learn from 

researchers’ annotated data and semantic enriched metadata, assisted literature review helps researchers 

identify, rank and select papers. This prototype evaluates papers and bibliographic attributes in order to 

determine their relevancy and aggregates all relevant contents into an assisted literature review object. This 

paper presents the MLM and related algorithms that:  

1. Identify the relevant papers harvested from the web and other sources for building the Literature Corpus;  

2. Obtain the Literature Corpus radius by calculating the distance of each paper to the center of the Literature 

Corpus defined for a specific topic, concept or area of research.  

The performance, in terms of accuracy, was evaluated and compared to other approaches using a number of 

assisted literature review prototype simulations with a manual literature review metadata as input parameters.  

Keywords: assisted literature review, literature review, machine learning, semantic topic detection, text and 

data mining 

----------------------------------------------------------------------------------------------------------------------------- ---------- 

Date of Submission: 18-07-2017                                                                            Date of acceptance: 05-08-2017 

----------------------------------------------------------------------------------------------------------------------------- ---------- 

 

I. Introduction 
The huge volume of scientific publications available is becoming an issue for researchers [1]: given 

that their time is limited, it is becoming impossible for researchers to read and carefully evaluate every 

publication within their own specialized field. 

A manual literature review (LR) process is very labor intensive, and the time that researchers must 

dedicate to searching for literature will vary according to their research topic. For instance, it is estimated that a 

decent LR for a dissertation takes three to six months to complete. In their academic process, postgraduate 

students in all disciplines need to be able to write an accurate LR. Whether a short review as an assignment in a 

Master‘s program, or a full-length LR for a PhD thesis, students find it difficult to produce a LR with all of the 

relevant papers. Researchers also have to stay aware of newly published papers on related topics to produce a 

meaningful LR.  According to [2,3], an LR process consists in locating, appraising and synthesizing the best 

available empirical evidence to answer specific research questions. An LR will look at as much existing research 

as is feasible and will review scholarly papers and theses in the relevant area.  

To manually find sources of content for the LR, the first step is to identify the relevant topics or 

concepts and prioritize them. A way to identify the relevant ones is to analyze the lists of references to see 

which are frequently cited and how often. This requires ranking the LR references.  

With the massive increase in digital content and widespread use of search engines, the number of 

returned results can be tremendous—which then makes it challenging to select only the papers relevant to the 

LR topic. In the context of scientific content, the ranking algorithms for content evaluation are referred to as 

scientometrics or bibliometrics [4-18]. 

Semantic metadata allow more accurate searching than keywords and may help to get better relevant 

results for an assisted literature review (ALR). Semantic metadata can be extracted using text and data mining 

(TDM) algorithms. TDM, machine learning models (MLM) have been designed to learn from papers and 

researchers‘ annotated papers and to identify relevant papers for a specific topic and research field.  

This paper, define and analyse an assisted literature review prototype designed to reduce reading load by 

pointing the researcher to a recommended selection of papers. This paper proposes an ALR prototype, i.e., a set 

of TDM and MLM algorithms for searching, discovering, ranking and recommending papers for the researcher. 
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II. Related Works 
This section presents the related works in the following sequence: 

1. Ranking of scientific papers 

2. Text and data mining, and more specifically: 

a. Machine learning models (MLM) 

b. Automatic multi-documents summarization for ALRs 

3. Assisted literature review object (ALRO) 

 

2.1 Ranking of scientific papers 

The proliferation of scientific publications and the online availability of repositories make it 

challenging for researchers to produce and maintain a LR for specific research fields. Two means of 

quantitatively evaluating scientific research output are discussed in the literature: peer-review and citation-based 

bibliometrics indicators. The main limitation of peer-review-based approaches is the subjectivity of evaluators, 

while citations-based approaches have been criticized for having a scope limited to academia and neglecting the 

broader societal impact of research [13].  

According to the literature, citation analysis is widely used to measure scientific papers and their 

impact. Recently some iterative processes, such as PageRank, have been applied to citation networks to perform 

this function. The PageRank algorithm also has some limitations: for example, recent papers not yet cited do not 

appear in the top level of results. Furthermore, the links between papers are oriented to a single direction: from a 

citing paper to cited papers. 

Scientific paper ranking should also depend on the venue, the location of publication, the year, the 

author and the citation index. Some works in the field of scientific impact evaluation [4,17,15,8] address the 

ranking of universities and research teams.  

For this research, many existing approaches for scientific paper ranking have been evaluated 

[3,5,6,10,12,13,15,17,18]. They suffer from a number of limitations: 

1. Most existing approaches ignore the papers index. 

2. Most approaches only use the citations count. 

3. Most approaches do not take into account the Social Level Metric, the category or polarity of citations. 

 

2.2 Text and data mining 

In scientific research, documents (such as journal papers, conference proceedings or research reports) 

have a specific organization and relevant sections that are different from other types of documents such as 

narrative text [19].  The purpose of a text summarizer is to select the most important facts and present them in a 

sensible order while avoiding repetition [20]. However, scientific papers frequently contain repeated expressions 

and sentences. Consequently, narrative text summarization approaches are not adequate for summarizing 

scientific papers for an ALR.  

 

2.2.1  Machine learning models 

MLM is a subfield of computer science that evolved from the study of pattern recognition and 

computational learning theory in artificial intelligence. MLM explores the definition and study of algorithms 

that can learn from and make predictions on data. According to literature, the field of machine learning is 

concerned with the question of how to construct computer programs that automatically improve with 

experience. 

There are three different axes for MLM: 

1. Text and data mining: using historical data to improve decisions 

2. Software algorithms that are difficult to program by hand 

3. User modeling of assistants 

In the context of TDM, MLM is used mainly for metadata enrichment and literature review refinement in the 

context of ALR.  

For example, Carlos and Thiago [2] developed a supervised MLM-based solution for text mining 

scientific articles using the R language in ―Knowledge Extraction and Machine Learning‖ based on social 

network analysis, topic models and bipartite graph approaches. Indeed, they defined a bipartite graph between 

documents and topics that makes use of the Latent Dirichlet Allocation topic model. 

In regards to the classification and ranking problem, there are different MLM. To determine which 

model performs best, the best way remains the use of prototypes.  

An MLM can also be dynamic, meaning that it can train itself on the analysis of new data. In the case of MLM‘s 

K-means clustering algorithm, the data would be classified into clusters and any new metadata and data would 

clarify the cluster boundaries, thus improving the model‘s ability to classify accurately. 
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2.2.2 Automatic multi-document summarization for assisted literature review 

Several approaches have been proposed for scientific paper summarization [21-26,2,27-30]. For an 

ALR, numerous publications need to be analyzed and summarized: this is referred to as multi-document 

summarization. In the context of scientific research, given a set of scientific papers, multi-document 

summarization can be used to generate an ALR. According to [31], there are two main styles:   

1. A descriptive LR presents a critical summary of a research domain:  it summarizes individual papers/studies 

and provides more information about each one, such as its research methods and results.  

2. An integrative LR focuses on the ideas and results extracted from a number of research papers and provides 

fewer details about individual papers/studies.  

 

2.3 Assisted literature review object 

We have coined the term ―assisted literature review object‖ (ALRO) to refer to a component type that 

includes many types of metadata and content related to the researchers‘ specific requests; for example, an 

ALRO may enrich an ALR with a video or speech that facilitates understanding of the topic of a paper. Indeed, 

an ALRO is built for a given research topic and differs according to the selection parameters, paper annotations 

and the time of the request. In other words, it is dynamic, and it aggregates data and enriches metadata about a 

given ALR to help researchers learn about their field more quickly. Very few works have examined ALRO as 

defined in this way. In one of these works, Dunn et al. [21] present the results of their effort to integrate 

statistics, text analytics and visualization in a prototype interface for researchers and analysts. Their prototype 

system, called Action Science Explorer (ASE), provides an environment for demonstrating principles of 

coordination and conducting iterative usability tests with interested and knowledgeable researchers. According 

to these authors, ASE is designed to support exploration of a collection of papers by rapidly providing a 

summary, while identifying key papers, topics and research groups. The first drawback of ASE is that it does not 

propose an algorithm or model for evaluating a scientific paper‘s relevancy to its research field, but uses only 

the paper‘s bibliometric ranking.  

The main drawbacks of existing approaches are as follows: 

1. Scientific research papers have a specific structural organization different from that of other types of 

documents such as narrative or biographical texts.  

2. Most of the existing approaches focus only on single paper summarization. 

3. Existing works underutilized the annotations, research domain, specific topic, matching keywords and 

subject of research. 

In this research work, we address several limitations of existing approaches [21,31,30,32-36] for the design of a 

better literature review for researchers. 

 

III. Assisted Literature Model 
This section first presents an overview of the prototype model. The various MLM designed for the prototype 

will then be described. 

3.1 Workflows of manual and assisted literature reviews 

The workflow of a manual LR is presented in Fig. 1. Within these figures, the white boxes represent manual 

activities while the shaded ones represent automated activities. 

Open each database

Fill search zone 

Read each relevant 
paper

Search

Discover and Evaluate relevant 
corpus

Summarize the LR

Automated 
activity

Manual activity

Open Google

Annotate 
relevant paper

Write final LR

 
Figure 1: Workflow of a manual LR 
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3.2 Overview of the prototype of an assisted LR 

A literature search has to be systematic and evaluative: it should assess each paper to determine its ranking and 

whether or not it is worth including in the LR. One of the aims of an ALR is to reduce the reading load by 

enabling the researcher to exploit only a relevant papers. This prototype uses as inputs: 

1. A universal research document repository (URDR) 

2. The papers annotated by the researcher and previous researchers. 

 

3.3 SEARCH & REFINE ALR 

The Search & Refine ALR consists of seven steps.  

1. Identify, Refine & Notify ALR’s Selection  

This first step identifies and refines, in an interactive process, researcher selection (RS) metadata in order to 

provide an ALR that meets researcher requirements; it also notifies the researcher when new paper matching 

with its RS metadata is published. 

A secondary objective of this step is to formulate the research questions. The metadata used to identify an RS 

are defined in two sections:  

a. Document Common Metadata section (top part of Table 1)  

b. Researcher Annotations section (bottom part of Table 1) 

The researcher can iterate this first step as necessary to complete the ALR or when there is a new paper to be 

added.  

 

Table 1: Researcher selection (RS) metadata 
Number Metadata Description 

A. Document Common Metadata 

1 Discipline Selection of the discipline related to the ALR 

2 Main Topic 

 

The main topic is one of the most important metadata for building the 

ALR. It should be as specific as possible. 

3 Literature Corpus 
Radius 

 

The Literature Corpus Radius (LCR) is used to build other algorithms; it 
is the main concept that makes it possible to refine the selection of 

research documents to be included in the ALR. 

4 Keywords The researcher has to identify keywords representative of the ALR. 

5 Harvesting Date Date of document harvesting 

6 Creation Date Date of document creation 

7 Title Title of the ALR 

8 MLTC - Mix 

Literature 
Temporal 

Coverage 

The MLTC is very crucial to building and refining the ALR. It has two 

indicators:  
1 - Number of years covered by the search 

2 - Percentage of documents outside this time range to be included.  

9 Description A brief description of the research project such as a paper abstract  

10 Languages 

 

The researcher has to choose the language of the documents to be 

included in the corpus of interest. 

11 # of References The number of references that the ALR should consider. 

B. Researcher Annotations Metadata 

12 Key Findings 
 

The Key Findings are annotations regarding important findings in the 
document identified by the researcher. 

13 Free Tags 

 

The researcher may place tags on a document in order to remember 

some information about it.  

14 Personal Notes 

 

The researcher may attach notes to a document in order to remember 

some information about it.  

15 Pre-defined Tags 
 

These are predefined metadata to help the researcher to track the status 
of the relevant document.  

 
2. Discover Relevant Literature & Manage Personal Metadata 

From the growing cluster of papers, a literature corpus that meets the RS metadata is identified. Any papers 

tagged by the researcher as ―Relevant for the ALR‖ will be included. The paper relevancy is measured thanks to 

dynamic topic based index (DTb index) that is computed making used of TDM and MLM approaches. 

3. Evaluate, Organize & Index the Relevant Literature 

A subset of relevant papers is created in order to define the ALR Corpus based on the literature corpus radius 

index (LCR index). In contrast to Literature Corpus which denotes all the papers of a specific research topic, the 

ALR Corpus denotes only the papers of a Literature Corpus which meets RS metadata for an ALR.  

4. Enrich & Summarize the Literature Review 

The ALRO is produced through text summarization and subject extraction. 

5. Synthesize & Clusterize the ALR Structure & Citations 

All the relevant documents are synthesized and organized into clusters related to the LCR index.  

6. Generate & Visualize the ALR 
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In this step, the recommended papers in the Literature Corpus are generated and visualized. Assisted generation 

of the recommended papers helps the researcher examine the coherence of the ALR and iterate the ALR 

process. At any moment, the researcher can add to the relevant papers list that will be part of the final ALR. 

7. Metadata-based Literature & Research Alerts 

New relevant papers or new metadata related to the ALR are detected in this last step. 

 

3.4 ASSIST & RECOMMEND ALR 

Assist & recommend ALR allows refining the ALR through two sets of steps (S1 and S2). Numbers 1 to 5 in the 

bottom-right corner of many of the boxes denote the MLM designed to identify a specific corpus, evaluate 

document relevancy or define learning models that are required by the prototype for obtaining the ALR objects. 

The following sources are used to build the suggested list of ALR papers: 

1. The list of papers generated by the step ‗ALR Refine & Recommendation - MLM 4‘ according to the RS. 

This list includes the LCR threshold indicated by the gray circle (papers in blue). 

2. The annotated papers from the researcher (RAs) – papers in red. 

3. The papers identified by the Mix Literature Temporal Coverage (MLTC) from the RS – papers in yellow. 

4. The universal research document repository (URDR). 

 

Each corpus in Fig. 2 is shown as a circle whose horizontal axis represents the LCR line. Note that the 

origin of this axis is not explicitly visible. Indeed, the center of each circle denotes the origin of the horizontal 

axis going off toward the right or left, but the center is hidden by the type of metadata (RS or RA) used to select 

the corpus. What is more important is to position a paper at the correct distance from the center according to its 

LCR index. The LCR index of a paper is defined as the similarity between the RS metadata and that paper‘s 

metadata such as title, topics, abstract and keywords. It measures the semantic relevancy of a paper according to 

the RS.  

The Literature Corpus contains all the papers regardless of their LCR index and the type of selection 

metadata (i.e., RSs or RAs). The papers within corpus radius are those located at the surface (forming a disc) of 

a circle with the specific corpus radius. We refer to the radius of this specific circle as the Corpus Radius (see 

Fig.2). The Corpus Radius may be defined as the delimiter of the Literature Corpus suggested to the researcher 

for the ALR on the basis of the researcher‘s selections and annotations. The goal is to limit the number of papers 

to those that are relevant. The RA selection criteria consist of notes, tags and key findings mentioned by the 

researcher. 

To illustrate, consider the papers in the corpus radius called ―Papers relevant to ALR‖ (disk with blue 

rectangles at the top of Fig. 2): all the papers within the gray disc are URDR papers whose LCR index is less 

than or equal to 2; the LCR threshold is set at 2. 

 

3.5 Assisted Literature Review Object (ALRO) 

The concept of the assisted literature review object (ALRO) is useful for managing ALRs. It is 

basically a component type that includes many types of information related to the LR. The Entity Matrix has 

been modified with the addition of a new component type: ALRO [37]. An ALRO aggregates all objects and 

relationships related to the creation of an ALR. It can be shared by researchers or re-used to accelerate research 

findings.  

The prototype proposes different indexes to evaluate the relevance and importance of am ALRO for a specific 

researcher; for example, the DTb index takes into account: 

1. Topic-based, Text-based and Reference-based approaches 

2. Author-level, Co-author-level, Venue-level, Social-level, Affiliation-level metrics. 

Several supervised MLM-based metadata extraction methods are available for automatic integration of metadata 

into bibliographic manager tools such as Endnote. In this work, which takes a rules-based approach, a 

supervised MLM is used [3].  

Additional metadata about authors and researchers need to be identified or computed. Author metadata is 

usually the basis of a search for document relevancy detection. They help to gain insights about author‘ 

publications. 

 



An Assisted Literature Review using Machine Learning Models to Identify and Build a Literature .. 

www.ijesi.org                                                              77 | Page 

 
Figure 2: Sources used to build the suggested list of ALR papers 

 

IV. The Prototype Processes Description 
This section presents the MLM of the prototype. For an improved understanding of Steps 1 and 2 of the 

prototype, Fig. 3 presents an overview of the prototype processes, their inputs and outputs and their 

interoperability. Each one of these five prototype processes is described in more detail in the following sub-

sections. 

1. Using as inputs the URDR that contains existing ALROs, as well as papers, RAs and RS, the ALR radius 

computation engine computes the LCR index.  

2. Next, using as inputs the ALR Corpus and the training models built by selected researchers, MLM provide 

the ALR learning model used by the Multilevel-based Relevant ALR Corpus. MLM also enrich the ALR 

Corpus to provide the ALRO. 

3. The Multilevel-based Relevant ALR Corpus computes the DTb-index that measures the relevancy of each 

paper in the ALR corpus. 

4. Making use of the generated and enriched ALRO, the ALR Refine & Recommendation engine suggests the 

Paper References list to the researcher. 

 

4.1 ALR radius computation  

ALR radius computation is used to rank the relevancy of papers to be included in the ALR, according 

to the researcher selection (RS) and researcher annotations (RAs). Computation of the LCR index is defined as a 

sub-algorithm of the semantic ALR selection search that identifies the ALR corpus according to the RS and 

RAs. Here, selection metadata and selection parameters may be used interchangeable. To identify an ALR 

corpus as shown in the Step 1 of Fig. 4, the selection parameters are classified into three categories:  

1. The LCR index is computed based on the TDM approach.  

2. The document‘s Researcher Annotations (RAs) consist of: key Findings, free Tags, personal Notes and pre-

defined Tags. 

3. In sort-based selection, a specified number of documents are sorted according to a particular order. For an 

ALR in a given field, the researcher may need to keep:  

a. Z% of relevant documents that are X years old or less, and  

b. (100-Z)% that are more than X years old. 

In the following paragraphs, the TDM semantic topic search is explained in detail. 
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Figure 3: Interoperability of the prototype processes 

 

A. Discipline and language researcher selections step 

In step A, the volume of documents to be considered for the rest of the process may be reduced, based on: 

1. Discipline selection: selecting all documents that are in the Meta Corpus of a given discipline, e.g., Biology 

and Computer Science.  

2. Language selection: limiting the documents to be considered for the ALR to a specific language; the default 

value is English.  

The selection query uses the document metadata in the URDR.  

Let DC be the chosen discipline, let LG be the given language, let DISCIPLINE be the metadata that records the 

discipline of the documents in URDR, let LANGUAGE be the metadata that records the language of the 

documents in URDR and let DiscLan_Corpus (DC,LG) be the set of documents in the language LG that are in 

the discipline DC.  

DiscLan_Corpus (DC, LG) is obtained as follows:  

DiscLan_Corpus (DC, LG) = [select in URDR the Documents where  
DISCIPLINE is “DC” and 
LANGUAGE is “LG”] 
This query to the URDR extracts only papers in the specified discipline and language. 

Let C1 be the corpus of papers obtained in step A. 

 
Figure 4: Steps in a semantic ALR selection search 
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B. LCR index computation step 
 

Using the set of papers extracted in step A, the LCR index is computed next in step B based on the evaluation-

based selections: main topic, keyword, title and description.  

The impact of each of these selections is computed to identify the papers that best match the researcher 

selections: 

1. First, the similarity matching of each evaluation-based selection with a predefined selection of papers is 

evaluated within the range [0,1]: 1 means the most similar while 0 means the least similar.  

2. Next, based on their predefined weight and the similarity matching value, the LCR index is computed. 

The LCR index computation step consists of five sub-steps, a to e.  

 
 

a. Similarity matching of researcher main topic with topics extracted from document abstracts 
 

The similarity matching of the researcher main topic with the topics extracted from the document abstracts is 

first computed using the topic detection ML model called BM-Scalable Annotation-based Topic Detection (BM-

SATD) [38]. More specifically, BM-SATD uses multiple relations within a term graph and detects topics from 

the graph using a graph analytical method. BM-SATD combines semantic relations between terms with co-

occurrence relations across the document, by making use of the document annotations.  

Here, the similarity matching is based on the n-gram approach where the value n is used as the weight [39]: 

when the i-gram expression of the researcher main topic is found in the abstract, the weight i is associated with 

this expression.  
 

b. Similarity matching of researcher keywords with document keywords  
 

The similarity matching of the researcher keywords is computed next by making use of the KEYWORDS 

sections of the documents. The impact value is the number of researcher selection keywords that are similar to 

the KEYWORDS section. 
 

c. Similarity matching of researcher title with document titles 

Before this similarity matching computation, the researcher title and document titles are pre-processed to filter 

noise. This consists in stemming, phrase extraction, part-of-speech filtering and removal of stop-words. Next, 

based on the terms obtained, the maximum n-gram of the researcher title which is met in the document title is 

used as the title selection impact value. 

d. Similarity matching of researcher research topic description with document abstracts 

The researcher research topic description is semantically compared with the document abstract in order to 

measure the semantic similarity level. This similarity matching makes use of WordNet::Similarity, which 

applies six measures of similarity and three measures of relatedness; thus, several terms may be semantically the 

same. To measure this similarity, the TF-IDF approach is extended to meet our objective by applying it to the 

vocabulary of the corpus instead of the document itself.  

e. LCR index computation 

Finally, when the similarity matching of each evaluation-based selection has been completed through sub-steps 

a to d, the LCR index within the [0,1] range can be computed. Note that the LCR index is a weighted sum of the 

computed value of each evaluation-based selection.  

The difference in weight between two consecutive evaluation-based selections (i.e., selection i and selection 

i+1) is a predefined constant value. 

C. Literature Corpus Radius (LCR) threshold selection step 

In this step, a set of documents is sorted or selected according LCR index value. For example, a researcher may 

indicate that the LCR threshold is 0.7; the output will then be a subset of corpus C whose LCR index is greater 

than or equal to 0.7. When the researcher does not give this selection, the set of documents obtained in step A 

above (Discipline and language researcher selections) is used as the input of this step.  

Let C2 be the corpus of documents obtained in step C. 

D. MLTC AND Number of references AND “To be included in the ALR” step 

MLTC is the Mix Literature Temporal Coverage. Let MLTC (x, y) with its number of selections equal N: this 

means the researcher expects to have at most N documents, with a maximum of (100-x)% (i.e., 
N

100
 × (100 −

x)) that are at most y years old, and including all the documents tagged ―To be included in the ALR‖. Note that 

the latter documents have priority.  

First, a list (in descending order) is created based on the LCR index applied to corpus C1 where the documents 

tagged ―To be included in the ALR‖ are at the top due to their priority.  

Let All_C1 be this list.  New_C1 is defined as a sub-list of C1 in which the document age is less than or equal to 

y, and Old_C1 contains documents older than y.  

Let A =
N

100
 × x be the length of New_C1 and B =

N

100
 × (100 − x) be the length of Old_C1. To take into 

account the three selections made in sub-step D. 
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Note that, when the number of documents in All_C1 is less than N, all the documents are considered affinity 

matches for the ALR; in that case, the MLTC selection is ignored.  

However, when there are not enough documents whose age is less than or equal to y to satisfy the MLTC 

selection, a new MLTC is provided in order to reach the number A. But if the researcher requires the MLTC 

selection to be met, some documents are removed from New_C1 in order to meet the selected MLTC (x, y).  

If an ―OR‖ has been placed between the researcher selections, the LR corpus will be defined as the union of the 

C2 subsets provided by the MLTC process, the Number of references process and the ―To be included in the 

ALR‖ tags. 

 

4.2 ALR Machine Learning 

ALR Machine Learning for semantic ALR selection is the core of the prototype. It is the only process 

that interacts with all the algorithms of the other MLM, combining the TDM and MLM approaches to discover 

hidden information in papers. ALR machine learning is a supervised MLM that makes use of a training set in 

order to provide the learning model composed of three sub-models: section recognition learning model, citation-

based learning model and text-based learning model. 

 

4.3 Multilevel-based relevant ALR Corpus  

The multilevel-based relevant ALR Corpus is presented here. It is used to evaluate the relevancy of a 

paper based on a number of scientometric measurements. Here, relevancy is not based on RAs and RS; instead, 

the input corpus used by the multilevel-based relevant ALR Corpus is the ALR Corpus obtained through the 

ALR‘s semantic search based on RAs and RS. Three types of ALR Index are defined in the prototype: personal, 

collaborative and dynamic topic-based (DTb).  

With the personal index, the ALR can be restricted to documents tagged by the researcher as ―To be 

included in the ALR‖. The collaborative index extends the personal index by including documents tagged ―To 

be included in the ALR‖ by a specific community of researchers. 

The dynamic topic-based index (DTb index) selects documents for the ALR when the researcher has 

not requested a personal or collaborative index. The DTb index is a weighted sum of the values that denote the 

importance of the different inputs considered: 

1. Key findings and peer citations index 

2. Venue index 

3. Document references index 

4. Authors and their affiliated institutes  

 

4.4 ALR Refine & Recommendation MLM  

The ALR Refine & Recommendation MLM is presented here. The input is the ALR Corpus of relevant and 

enriched papers identified automatically by the prototype to recommend selections parameters to a researcher 

(see previous sections). This MLM may next recommend three different aspects of the ALR selection (Fig. 5):  

1. The list of papers to be included in or removed from the ALR 

2. The number of references (i.e., papers) to be considered for the ALR 

3. The % of Mix Literature Temporal Coverage (MTLC) to be included in the list of references 

 

 
Figure 5: Refinement & Recommendation MLM 
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To help the researcher to choose the right combination of parameters (RS), the refinement function makes 

recommendations in the following three areas: 

1. Identification of documents to form the recommended list for the ALR.  

2. Identification of the optimal number of documents as references to include in the ALRO. This 

recommendation is related to the LCR and based on the most relevant documents closest to the selected 

topic; the highest number will be the proposed number of references. The sub-steps are: 

3. Identification of the % of MTLC to be part of the ALR.  

 

4.5 ALR Corpus Radius Analytics  

The ALR Corpus Radius Analytics presents a number of ways of viewing the list of documents for drill-down 

purposes. This sub-section describes the concepts used in producing an assisted ALR, including:  

1. The Timeline of a Document-based Literature Corpus Radius 

2. The Literature Corpus Radius (LCR) 

Two classes of documents are defined: citing documents and cited documents. For a better understanding, let d 

be a considered document; a citing document is a document that cites document d while a cited document is a 

document that is cited by document d.  

 

V. Prototype Performance Evaluation Through Simulations 
This section presents an evaluation of the performance of the prototype through a number of simulations limited 

to the identification of relevant papers for an ALR. 

5.1 Datasets 

Two datasets were used for the simulations: 

1. A dataset harvested from existing scientific papers repositories 

2. A baseline dataset 

 

5.1.1 Dataset harvested from databases 

For the simulations, 5,000 scientific papers were harvested from scientific paper search engines such as 

ReseachGate, Academia, ScienceDirect, Scopus, Google scholar, Citeseerx and IEEE Xplore. The papers dealt 

with various research topics of computer sciences such as Software, Hardware and Architecture, Human-

Computer Interaction and Computer Science Applications. In the context of these simulations, the research 

topics are treated as domains. The other metadata were collected as bibliographic references. 

For each paper, the downloaded bibliographic files were parsed to extract the metadata. A scenario was 

defined as a set of two simulator runs, one on each domain dataset. For the simulation, the metadata of one 

paper in the dataset (discipline, language, title, topic, keywords and abstract) were used as the RS and RA 

parameters.  

 

5.1.2  Baseline dataset 

For the present study, we had already produced a manual ALR that included all the papers listed in our 

References section. This manually assembled list was used as the baseline dataset to evaluate the performance of 

the prototype. The baseline dataset consisted of 58 papers dealing with both general and specific topics within 

the domain. Here, a scenario was defined as one simulator run where the 39 papers constituted the dataset. The 

metadata of the present study were used as the RS and RA parameters. 

 

5.2 Performance criteria 

The prototype was evaluated from the viewpoint of the researchers. As in [12], two performance 

criteria were used to assess the relevancy of the papers in terms of accuracy. The accuracy is defined as the 

percentage of true classifications. 

Considering the sets of relevant papers (REL) and non-relevant papers, (NREL), true relevant (TR) 

denotes the papers classified as REL when they really are, while false relevant (FR) denote the papers classified 

as REL when they are not. Thus, with the same logic, the papers classified as NREL can be true non-relevant 

(TN) or false non-relevant (FN). For each type of dataset, the definition of a scenario is given in sections 5.1.1 

and 5.1.2 according to the type of dataset. Accuracy, denoted by a, was computed as follows for each scenario: 
 

𝑎 =
𝑇𝑅 + 𝑇𝑁

𝑇𝑅 + 𝐹𝑅 + 𝑇𝑁 + 𝐹𝑁
 

To identify TR, FR, TN and FN for each scenario, a target paper was chosen for the domain; next, the 

metadata of this target paper were used as the researcher selection parameters and the references papers in the 

output set of the prototypes were compared to the cited papers of the target paper. Through this comparison, TR, 

FR, TN and FN were defined. Let ai,j be the accuracy of the scenario ith of the dataset j; the average accuracy is 

defined as follows: 
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𝐴𝑣𝑔_𝑎𝑖 =
 𝑎𝑖 ,𝑗
𝐷
𝑗=1

𝐷
 

where D denotes the number of datasets. 

 

5.3 Related ranking approaches for comparison purposes 

There are two other works on scientific paper ranking: 

 PTRA [6] 

 ID3 [12]. 

 

PTRA and ID3 are described in section 2.1. Table 2 presents a summary of the criteria taken into 

account by each ranking approach: the bottom line of Table 2 lists all the criteria used in the prototype ranking 

approach. The performance of the prototype approach was compared against the performance of PTRA [6] and 

ID3 [12] on the same datasets and scenarios. It is observed that for ranking a cited document as relevant, the 

prototype considers more criteria, such as venue age, citation category, authors‘ impact, etc. 

 

Table 2: Criteria taken into account in three paper ranking approaches 
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PTRA [6] X X   X             
ID3 [12] X X X X 

      
ALR prototype X X X X X X X X X X 

 

5.4 Analysis of the simulation results 

This section presents the analysis of the simulation results in terms of papers‘ relevancy for the two datasets. 

5.4.1 Simulation using the dataset harvested from databases 

Fig. 6 shows the average accuracy for the three different simulations (prototype, ID3 and PTRA). The horizontal 

axis represents the sequence number of the simulation scenarios and the vertical axis represents the average 

accuracy of the associated scenario.  

 

 
Figure 6: Average accuracy vs Scenario sequence number 

 

It is observed that the prototype (in red) performs better than ID3 (in green) and PTRA (in blue): 

prototype has an average accuracy of 0.82 per scenario while ID3 has an average of 0.54 per scenario. The 

average relative improvement in accuracy (defined as [Avg_a of the prototype R – Avg_a of ID3]) of the 

prototype in comparison to ID3 is 0.28 (28%) per scenario. The prototype outperformed ID3 and PTRA. This 

performance might be attributable to the use of additional bibliometric metadata. 

 

5.4.2 Simulation using the baseline dataset 

Table 3 presents the accuracy when the list of papers in the baseline dataset (i.e., the references cited in 

this paper) is used as the dataset for simulations. It produced an average accuracy (Avg_a) of 78.17% while ID3 



An Assisted Literature Review using Machine Learning Models to Identify and Build a Literature .. 

www.ijesi.org                                                              83 | Page 

produced an accuracy of 53.98%. The relative improvement in accuracy of the prototype as compared to ID3 is 

24.19%. 

Note that all the simulations are based on limited datasets, and should be extended later to larger datasets. 
 

Table 3: Summary of performance criteria (accuracy) using the baseline dataset 

Approaches Avg_a (%) 

PTRA (Hasson et al., 2014) 41.34 

ID3 (Rúbio & Gulo, 2016) 53.98 

ALR prototype 78.17 

 

VI. Summary And Future Work 
With the evolving, interdisciplinary nature of research and online access to research papers, there is a 

need to facilitate the iterative process of building a corpus for an assisted literature review (ALR). The aim of 

the present study is to assist researchers in finding, evaluating and annotating relevant papers, and to make them 

available at any time in an iterative process. 

This paper has proposed an ALR prototype based on machine learning model to identify, rank and 

recommend relevant papers for an ALR. Using TDM models, MLM and a classification model that learns from 

researchers‘ annotated data (RA) and semantic enriched metadata, The prototype assists in identifying and 

recommending papers that meet a researcher selection (RS) of parameters, including specific topic, title, 

language, discipline, papers age, number of references and other metadata.  

This paper has presented TDM models, related MLM and an enhanced metadata ecosystem that can help 

researchers produce ALRs. These include: 

1. MLM designed to semantically harvest a Universal Research Documents Repository (URDR) according to 

a researcher selection; 

2. Literature Corpus Radius (LCR) MLM, which compute the distance from each paper to the center of the 

Literature Corpus defined by the researcher selection for a specific topic, concept or area of research; 

The performance of the prototype has been evaluated through a comparison against a baseline manual LR using 

a number of simulations. In terms of accuracy, the prototype provided an average accuracy of 0.82 per scenario 

while ID3 provided an average of 0.54 per scenario. In comparison to ID3, the prototype yielded an average 

relative improvement in accuracy of 28% per scenario. 

The areas of future work on the prototype will be: 

1. Abstract of Abstracts summarization (AoA): AoA for scientific papers will be an extension of this 

prototype; more specifically, abstracts will be used as input for our scientific paper summarization 

technique to generate the AoA. 

2. Digital Resources Metadata Enrichment (DRME): the next prototype will implement a new semantic 

discovery tool called DRME to help aggregate metadata from papers that have not published their metadata. 
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