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ABSTRACT:As deep net structure makes greater; there has been increased interest in methods which help 

efficiently trace deep net structure connections. However, because of very great amount and changing nature of 

deep-net, discussion achieving wide coverage and high efficiency is hard question under discussion. We offered 

a three stage framework, an Enhanced Crawler, for efficiently gathering deep net structure connections. In first 

stage, enhanced crawler performs site based searching of middle or center pages using automated search 

engines, keeping out of being with an oversized range of pages and destructing time. In second stage, gave 

greater value to gets done quick in site browsing by fetching most relevant links with get together degree of 

reconciling link ranking. For further enhancement, our system ranks and priorities websites and also uses a link 

tree data structure to achieve deep coverage. In third stage, our system provides pre-query processing 

apparatus so in connection with help users to write their search query easily by conferring char by char 

keyword search with ranked indexing.  
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I. INTRODUCTION 

A net structure crawler is systems that go around over internet. Internet storing and picking data in to 

database for further order and observation. The process of net structure crawling includes assemblies pages from 

the net structure. After that they organizing way the search engine can retrieve it skillfully and lightly. The 

critical purpose can do so soon. Also it works skillfully and lightly without much interference with the 

functioning of the remote server. A net structure crawler start up with a URL or a list of URLs, called seeds. It 

can visited the URL on the top of the list other hand  the web page it looks for hyperlinks to other web pages 

that means it makes addition them to the having existence list of URLs in the  web pages list. Net structure 

crawlers are not a centrally well-turned repository of info. The net structure can held together by a set of agreed 

protocols and data formats, like the Hypertext Mark-up Language (HTML), Domain Name Service (DNS), 

Hypertext Transfer Protocol (HTTP), Transmission Control Protocol (TCP). Also the robots proscription 

protocol perform role in net structure. The large volume information which indicates that it can only download a 

limited number of the Web pages within a time limit, so it needs to make come first  its downloads. High rate of 

change can follow up pages might have already been bring to the current state. Crawling morality is large search 

engines cover only a part of the publicly prepared or to be used section. Every day, most net users limit their 

searches to the online, thus the specialization in the what is in of places in the websites we will limit this text to 

look engines. A look engine make use of special code robots, known as spinners, to make lists of the words 

found on websites to find info on the many copious sites that have existence. Once a spinner is building its lists, 

the application is termed net crawling. (There are ace some troubles to line a part of the net structure the globe 

Wide net -- an oversized set of arachnoids - middlemost names for tools is one among them.) So as to make and 

maintain a helpful list of words, a look engine's spinners ought to cross - check plenty of pages. We have 

developed an example system that's designed specifically crawl entity content representative. The crawl method 

is optimized by exploiting options distinctive to entity oriented sites. In this paper, we are going to come 

together at one point on making, be moving in necessary elements of our system, together with question living-

stage with nothing in page coming through slowly filtering and URL reduplication. 

 

II. PREVIOUS WORK 

The large volume information inhumation in deep web, previous work has proposed a number of 

techniques and tools, including deep web understanding and integration [1], [3], [4], [5], [6], hidden web 

crawlers [14], [8], [9], and deep web samplers [10], [11], [13]. For all these approaches, the ability to crawl deep 

web is a key challenge.  

Adaptive crawling strategy [2] is used to skilfully outcrop the entry point to hidden net structure 

sources. Given moveable nature of the net structure with new starting  points constantly being added and old 
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starting points taken away and modified, it is important to automatically discover the searchable forms that show  

much  kindness as entrance point to the hidden- net structure database. 

Adaptive Crawler for Hidden-Web Entries is a new framework that aims to skilfully and automatically 

outcrop other forms in the same domain. Main role of ACHE are:  

 

 It frame the problem of searching for forms in a given database domain as a learning task, and present a 

new framework whereby crawlers adapt to their atmosphere and automatically reform their attitudes by 

learning from previous experiences. It offer and evaluate two crawling strategies: a completely automated 

online search, where a crawler builds a link classifier from scratch; and a strategy that combines offline and 

online learning.  

 It offer a new algorithm that selects special features of links and uses these features to automatically 

construct a link classifier.  

 It extend the crawling process with a new module that accurately determines the relevance of retrieved 

forms with respect to a particular database domain. The supposal of relevance of a form is user-defined. 

This component is essential for the impact of online learning and it greatly improves the quality of the set of 

forms retrieved by the crawler. 

 

Web query interface extraction algorithm [4],  is used to convert extraction problem into integration 

problem. This algorithm adds HTML tokens and the geometric blue print of these tokens within web page. 

Tokens are sorted into various category out of which the most valuable ones are text tokens and field tokens. 

Using the geometric blue print a  tree structure is derived for text tokens and another tree structure is derived for 

field tokens. Iteratively merging these two trees it obtained hierarchical representation of query interface. 

Automatic extraction of query interfaces is fighting words because interfaces are created autonomously and with 

languages (e.g., HTML) comply a baggy grammar. The question arises whether there is an inherent set of rules 

that designers of query interfaces intuitively follow. Our investigation of a reasonable large number of query 

interfaces in various domains showed that a small set of commonsense design rules emerges from heterogamous 

query interfaces. We first itemize the rules and then motivate them by sketch a equidistant between documents 

and query interfaces. 

Learning algorithm [7], is used to control the search, it is used as a common framework to build form 

crawlers for different domains. Currently using the Form Crawler to build a hidden-Web database directory 

because it focuses the crawl on a specific topic, the Form Crawler is naturally suitable for this task. 

To overcome the designing a crawler capable of extracting content from hidden web problem it uses the 

framework i.e. a task-specific hidden Web crawler called the Hidden Web Exposer (HiWE) [9]. Also introduce 

the new technique called Layout-based Information Extraction (LITE) [9]. It is based on the observation that the 

physical layout of different elements of a Web page contains significant semantic information. For example, a 

piece of text that is physically adjacent to a table or a form widget (such as a text box)is very likely a description 

of the contents of that table or the purpose of that form widget. 

   Model-Based Crawling (MBC) [12], having two methods first is “Menu” model and the second is 

“Probability” model. These two models are much simpler to implement than previous model for MBC. These 

methods find the set of client states faster than other approaches and often finish the crawl faster as well. 

Numeric algorithms, Categorical algorithms, Hybrid algorithms these algorithm is used for solving the 

problem of how to crawl a hidden database in its entirety with the smallest cost [10].                 

Consider, for example, Yahoo! Autos (autos.yahoo.com), a popular website for online trading of automobiles. A 

potential buyer specifies her/his filtering criteria through a form. The query is submitted to the system, which 

runs it against the back-end database, and returns the result to the user. What makes it for a search engine to 

crawl the database is that, setting all search criteria to ANY does not accomplish the task. The reason is that a 

system typically limits the number k of tuples returned if k = 1000 for Yahoo! Autos, and that repeating the 

same query may not retrieve new tuples, i.e., the same k tuples may always be returned. The desert of crawling a 

hidden database comes with the appealing promise of enabling virtually any form of processing on the 

database‟s content. The challenge, however, is clear: how to obtain all the tuples, given that the system limits 

the number of return tuples for each query? A naive solution is to issue a query for every single location in the 

data space, but the number of queries needed can obviously be prohibitive. This gives rise to an interesting 

problem, as we define in the next subsection, where the objective is to minimize the number of queries. 

Host-IP clustering sampling [16], this is a new sampling strategy, which characterize the deep web. It 

address the problem which is not solved in previous deep web surveys. Finally, we conducted the survey of 

Russian deep Web and estimated, as of September 2006, the overall number of deep web sites in the Russian 

segment of the Web as 14,200±3,500 and the overall number of web databases as 18,300±4,000. 
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III. CHALLENGING TROUBLES IN SMART CRAWLER 

It is inferred that there are several million hidden-Web  sites. These are sites whose contents typically 

reside in databases and are only uncovered on requisition, as users fill out and submit forms. As the volume of 

hidden information increased, there has been increased interest in techniques that allow users and applications to 

leverage this information. Examples of applications that attempt to make hidden-Web information more easily 

accessible include: meta searchers , hidden-Web crawlers , online-database directories  and Web information 

integration systems. Since for any given domain of interest, there are many hidden-Web sources whose data 

need to be integrated or searched, a key requirement for these applications is the ability to locate these sources. 

But doing so at a large scale is a challenging problem. Problem of automatically locating online database [2], 

which is address by Form-Focused Crawler (FFC). 

Problem to be addressed is the automatic extraction of query interfaces into an appropriate model [4]. 

Automatic extraction of query interfaces is fighting words because interfaces are created autonomously and with 

languages (e.g., HTML) comply a baggy grammar. The question arises whether there is an inherent set of rules 

that designers of query interfaces intuitively follow. Our investigation of a reasonable large number of query 

interfaces in various domains showed that a small set of commonsense design rules emerges from heterogamous 

query interfaces. We first itemize the rules and then motivate them by sketch a equidistant between documents 

and query interfaces. 

Problem of crucial [7], that has been largely overlooked in the literature: how to efficiently outcrop the 

searchable forms that serve as the entry points for the hidden Web. To perform the various hidden-web data 

retrieval and integration task entry point is the required condition. One issue with focused crawlers is that they 

may miss relevant pages by only crawling pages that are expected to give immediate benefit [7]. 

Problem of designing a crawler capable of extracting content from hidden Web [9], it uses the 

framework i.e a task-specific hidden Web crawler called the Hidden Web Exposer (HiWE) to solve that 

problem. This framework describe the architecture of HiWE and present a number of novel techniques that went 

into its design and implementation. HiWE also having the two limitations: first is HiWE‟s  inbility to 

diagnosticate(recognize) reaction(respond) to simple dependencies between form elements. For example given 

two form elements corresponding to states and cities, the values assigned to the „city‟ element must be cities that 

are located in the state assigned to the „state‟ element. The second limitation is HiWE‟s lack of support for 

partially filling out forms i.e., providing values only for some of the elements in a form. 

It is not possible to devise a strategy that would be efficient at finding the states early, since the graph 

of the application could be any graph. We have introduced model based crawling as a solution to this problem 

[12]. With model-based crawling, we work from a particular behavioral model, referred to as meta-model. This 

meta-model provides some indication on how the application will behave under some particular circumstances. 

A another issue is to adapt the strategy to cope with “violations”, that is, how to adapt the crawling strategy on-

the-fly when the application does not behave as predicted by the meta-model. It is of course very important to 

deal with such violations, and deal with them efficiently if possible, since in practice, very few RIAs, if any, will 

be an exact instance of the meta-model. 

An issue that lies at the heart of the problem, namely, how to crawl a hidden database in its entirety 

with the smallest cost [10].  Developing algorithms for solving the problem when the underlying dataset has 

only numeric attributes, only categorical attributes, or both. Numeric algorithms, Categorical algorithms, Hybrid 

algorithms these algorithm is used for solving the above mentioned problem. 

More accurate estimation of main parameters of the deep Web by sampling one national web domain 

[16]. It uses the Host-IP clustering sampling technique [16] that addresses drawbacks of existing approaches to 

characterize the deep Web. Another problem is ignoring it is also called as virtual hosting [16]. Virtual hosting 

is the fact that multiple web sites can share the same IP address. When it neglect the factor of virtual hosting at 

that time approach is based on the idea of clustering host sharing the same IPs and analyzing “neighbors by IP” 

hosts together. Usage of host-IP mapping data allows us to address drawbacks of previous surveys, specifically 

to take into account the virtual hosting factor. 

The  problem of deep web source selection [15] which solve by using the SourceRank strategy. 

SourceRank are calculated as the stationary visit probability of weighted random walk. SourceRank is based on 

relevance result and trust result these two result are calculated using Query based relevance is insensitive to the 

importance of source results and The source selection is insensitive to the trustworthiness of the answers. Query 

based relevance is insensitive to the importance of source results For example, the query godfather matches the 

classic movie The Godfather and the little known movie Little Godfather. Intuitively, most users would be 

looking for the classic movie. The source selection is insensitive to the trustworthiness of the answers. For 

example, many queries in Google Products return answers with unrealistically low prices. Only when the user 

proceeds towards the checkout, many of these low priced results turn out to be non-existing, a different product 

with same title (e.g. solution manual of the text book) etc. 
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Problem of to finding and to querying the databases on the web [1], to solve these problem 

MetaQuerier system is introduced. MetaQuerier achieve two important requirements which is mentioned below: 

1. Dynamic discovery :- When the sources are changing, it must be dynamically discovered for query there are 

pre-selected sources. 

2. On-the-fly integration or query :- When the query is ad-hoc, at that time the MetaQuerier must intermediary 

them on-the-fly for occasional sources, with no pre-configured per-source knowledge. 

 

IV. IMPLEMENTATION DETAILS 

1. Problem Definition 

 Problem Definition There is main issue of the extensive size of web assets, frequent modifying 

behavior of deep web, taking wide coverage and high effectiveness. As wide net structure grows at a very 

greatly pace, there has been broadened energy for systems that help capably locate deep-web interfaces. In any 

case, in view of the inconceivable volume of web resources and the dynamic method for wide net structure, 

achieving wide attraction and high effectiveness is a dominant issue. This paper proposes a successful wide net 

structure felling system, specifically Enhanced Crawler, to get wide coverage and high efficiency  for a focused 

crawler. 

 

2. System Overview 

Fig. 1 demonstrates the architectural view of the proposed system. The description of the system is as follows: 

 
Fig. 1: System Architechture 

 

To reduce the searching time and to get more relevant results, crawling process needs to be improved. 

This can be done by distributing the crawling process into the number of stages. Enough data is present already 

on the web to retrieve more relevant results. Using three stage EnhancedCrawler with advanced learning 

techniques we can process this big volume of data within less time. Simply in first stage, our enhanced crawler 

will exhibiting site-based searching for center page. In second stage, it will perform in-site searching by digging 

most occasional links. And at last, in final stage pre-query processing promotes users to write more accurate and 

relevant queries. 

 

After careful analysis the system has been known to possess the subsequent modules:  

 Three-stage crawler. 

 Web site ranker.  

 Adaptive learning.  

 

Three-stage crawler : It is difficult to find the deep net databases, as a result of they're not registered 

with any of the search engines, are typically distributed, and keep moveable in nature. To handle this down-side, 

prev work has projected two styles of crawlers, generic crawlers and targeted crawlers. Generic crawlers bring 

all searchable forms and can't concentrate on a particular topic. Aimed crawlers like FFC and ACHE will search 

on-line databases on a particular topic. FFC is meant with link, page, and kind classifiers for targeted creep of 
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internet forms, and is extended by ACHE with extra parts for kind filtering and reconciling link learner. At last, 

pre-query processing promotes users to write more accurate and relevant queries.  

Web site ranker : When mixed with higher than stop-early agreement. We take care of to get answer to this 

down-side by making come first greatly not frequent connections with connection position on scale apparatus. 

Our answer is to make come into existence a link-tree for a balanced connection making come first. get together 

degree for example of a connection tree made come into existence from the starting page of 

http://www.abebooks.com. inside net-work points of the tree represent the directory 1 ways of doing. During 

this, servlet directory 1 is for forcefull request; books directory 1 is for putting on view totally different 

complete lists for books; amdocs directory 1 is for putting on view help knowledge, news given. For 

connections that one and only dissent within the question line half, we take care of to have in mind that about 

them because the same url Because of connections are usually made distribution erratically in computer 

directories 2, making come first connections by the Relevancy 3 will probably tendency in a certain direction 

toward some of the directories 2. 

Adaptive learning : Adaptive learning put clearly that acts on-line point selections and uses these selections to 

machine make connection ranker. Within the website locating stage, high relevant sites measure prioritized and 

also the crawl is concentrated on atopic victimisation the contents of the foundation page of websites, achieving 

a lot of correct results. Through out the in-site exploring stage, relevant links square measure prioritized for 

quick in-site fetching out. 

 

V. Mathematical Model 

i. Online construction of features space  

a) Feature space of deep web sites (FSS):       

FSS = {U, A, T}                                                  (1)                                                                                                 

b) Feature space of link of site with embedded form (FSL):                                  

FSL = {P, A, T}                              (2)                                                                         

c) Weight of Term defined as:    

𝑊𝑡 ,𝑑 = 1 + 𝑙𝑜𝑔𝑡𝑓𝑡 ,𝑑        (3) 

 

 

 

ii. Ranking Mechanism 

a) Site Ranking:  

 Site Similarity: 

Given,    

𝑆 = {𝑈𝑆 ,𝐴𝑆 ,𝑇𝑆} 
𝑆𝑇 𝑠 = 𝑆𝑖𝑚 𝑈,𝑈,𝑆  + 𝑆𝑖𝑚 𝐴,𝑈𝑆 + 𝑆𝑖𝑚 𝑇,𝑈𝑆        (4)                           

𝑆𝑖𝑚 𝑉1,𝑉2 =
𝑉1,𝑉2

|𝑉1|×|𝑉2|
       (5) 

 Site Frequency:    

 

𝑆𝐹 𝑠 =  𝐼𝑖𝑘𝑛𝑜𝑤𝑛𝑠𝑖𝑡𝑒𝑠𝑙𝑖𝑠𝑡       (6) 

    Where, 

 Ii=1     (If s appeared in known deep web sites) 

    Otherwise, 

 Ii=0 

 Finally, 

 Rank(s)=𝛼 × 𝑆𝑇 𝑠 + (1− 𝛼) × log(1 + 𝑆𝐹 𝑠 )     (7) 

 Where, 

 0≤ 𝛼 ≤ 1 

b) Link Ranking: 

Given, 

l={𝑃𝑙 ,𝐴𝑙 ,𝑇𝑙} 
𝐿𝑇 𝑙 = 𝑆𝑖𝑚 𝑃,𝑃𝑙 + 𝑆𝑖𝑚 𝐴,𝐴𝑙 + 𝑆𝑖𝑚(𝑇,𝑇𝑙)     (8) 

iii. Pre-query Processing 

a) Read query char by char in „q‟. 

b) Fetch crawl data: 

 q(d)=𝑑𝑙        (9) 

 Where, 𝑑𝑙 ⊆  d 

c) Update keyword list „k‟ 
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 k ∪ 𝑑𝑙      (10) 

 Where, 

                r≥ 𝑡 
 

Symbol Meaning 

U Vector corresponding to the feature contex of 

URL. 

A Vector corresponding to anchor. 

T Vector corresponding to text around URL of deep 

web sites. 

P Vector corresponding to the path of URL. 

S Home page URL for new site. 

Sim Scores the similarity of the related feature between 

s & known deep web sites. 

L New link 

Q Query 

D Crawl data  

R Rank 

T Threshold 

K Keyword list 

 

3. Algorithm Used 

a. Reverse Searching Algorithm 

Input: seed sites and harvested deep websites. 

Output: relevant sites.  

1. Check condition of candidate sites upto given assigned threshold value or not.  

2. If the above condition is satisfying then do process of pick a deep website.  

3. Get all deep websites with the use of site database and seed sites into the site.  

4. Do reverse searching on site and assign it as resultPage. 

5. Extract links of resultPage and put into the links.  

6. Consider each rule for link which is present in links.  

7. Download page of link and save it as page.  

8. Classify page and consider as relevant. 

a. If page is relevant then extract page of unvisited site and move in relevant sites which is output.  

b. Otherwise repeat step 6.  

9. Repeat step 1. 

 

b. Incremental Site Prioritizing Algorithm 

Input : siteFrontier.  

Output : searchable forms and OutOfSiteLinks.  

1. Create queue of High priority sites with siteFrontier and assign it to HQueue.  

2. Create another queue of Low priority sites with siteFrontier and assign it to LQueue. 

3. Check sites are present in siteFrontier or not.  

4. If HQueue is empty then,  

a. Add all low priority site of LQueue into HQueue.  

b. Clear LQueue.  

5. Assign poll of HQueue to site. 

6. Classify site as relevant site. 

7. If site is relevant then,  

a. Perform In-site exploring of site and this will gives output forms and OutOfSiteLinks.  

b. Rank OutOfSiteLinks with siteRanker.  

8. If forms not empty then,  

a. Add OutOfSiteLinks using HQqueue. 

b. Otherwise add OutOfSiteLinks using LQqueue.  

9. Repeat step 7. 

10. Repeat step 3. 

 

c. Proposed System Algorithm 

Input : q query char by char.  
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Output : k list instant results. 

1. Initialize d crawl data, k list, t threshold, r rank. 

2. Let query q is not null. 

3. Execute condition while query of crawl data(q(d)). 

4. Pick any data d1 from crawl data d. 

5. If ranking of crawl data is greater or equal to assigned threshold value then, Add list and data d1 into k and 

repeat up to k list. 

6. Return k value. 

VI. RESULT AND DISCUSSION 

In this experiment, we compare the efficiency of ACHE, SCDI, SmartCrawler and EnhancedCrawler 

for fetching 100,000 pages from different domains. The results of the numbers of retrieved relevant searchable 

forms are illustrated in Fig 2. 

 
Fig. 2: The numbers of relevant deep websites harvested by ACHE, SCDI, SmartCrawler and 

EnhancedCrawler. 

 

Fig 2 shows that EnhancedCrawler finds more relevant  searchable forms than SmartCrawler, ACHE 

and SCDI for all domains. Figure 2 illustrates that EnhancedCrawler consistently harvests more relevant forms 

than SmartCrawler, ACHE and SCDI. SCDI is significantly better than ACHE because our two-stage 

framework can quickly discover relevant sites rather than being trapped by irrelevant sites. By prioritizing sites 

and in-site links, SmartCrawler crops more relevant searchable forms than SCDI, because possibilist of  relevant 

searchable forms  are visited earlier and unproductive links in in-site searching are avoided. EnhancedCrawler 

harvests more relevant searchable forms than SmartCrawler, because possibility of relevant searchable forms  

are visited earlier and unproductive links in in-site searching are avoided. Most of bar-charts furnish a similar 

instincts in  Fig 2, because the harvested sites are often proportional to harvested searchable forms. 

Domain ACHE SCDI SmartCrawler EnhancedCrawler 

BOOK 1700 1900 3000 3100 

HOTEL 1300 2400 3300 3352 

JOB 500 2200 2800 2900 

MOVIE 2300 4200 4300 4400 

Table 1: Table of comparison between ACHE, SCDI, SmartCrawler and EnhancedCrawler. 

 

VI. CONCLUSION 

In this paper, we offer a three stage framework, specifically EnhancedCrawler for efficiently gathering deep net 

structure connections. Our way in gets done deep net structure coverage while getting back most relevant 

outcomes. EnhancedCrawler is a gave all attention  crawler with three stages: efficient site locating, balanced in-

site exploring and pre-query processing. EnhancedCrawler acts site-based locating by reversely looking out the 

well-known deep net structure sites for middle pages, which may effectively word that one is going several 

information sources for distributed domains. By ranking collected sites and by focusing the locomotion on a 

subject, EnhancedCrawler gets done a great amount of right outcomes. The in-site exploring stage uses 

adaptational link-ranking to go looking among a site; and that we make a link tree for taking away tendency in a 

certain direction toward certain directories of a net structure site for wider coverage of net structure directories. 

Our testing results on a representative group of domains show the effectiveness of the projected three-stage 

crawler, that gets higher harvest rates than that possibly taking place in addition crawlers.  
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The Enhancement of this paper implemented both admin and user panel. Admin will keep (self, 

thoughts) in order, under control all keywords of with a good outcome look for results and process the top-k 

outcomes. After all results we make a comparison with a board forming floor of doorway value T-value Process 

those results which greater than t-value Top-k keywords. While User searching system will match the char by 

char user keywords with our Top-k Keywords. User will get some help to keyword typing in search panel based 

on Top-k keywords processing apparatus so as to help users to write their search query easily by giving char by 

char keyword search with ranked indexing. Additionally pre-query processing gives help to  users to write more 

accurate and relevant queries. As a future work, to increase in rate the learning process and better grip very 

sparse domain, we will make observation the trade-offs and an effectiveness involved in using back crawling 

during the learning iterations to increase the number of sample paths. At last, to further reduce the effort of 

crawler configuration, we will explore strategies to simplify the creation of the domain-specific form classifiers. 
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