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Abstract: Exploitation of redundancy of message can be done in two ways, one by considering the samples of message separately and second, considering the samples of message as blocks. The second way is found to be more effective for both lossy and lossless compression applications. Vector quantization is a way of coding the message by forming blocks systematically. The vector quantization is being used to code speech, image and video multimedia data. The aim of this paper is to present the concept of vector quantization, significance of vector quantization as compared to that of scalar quantization and different variations of vector quantization algorithms. Different variations of vector quantization schemes are presented along with their capability and limitations.
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I. INTRODUCTION

Most of the compression algorithms consider the source outputs samples as an atomic entities and tries to exploit the redundancy among consequent output samples. On the other hand when the source output samples are grouped together and encoded as a block an efficient lossy and lossless compression can be obtained. It works well even for random source output samples. This kind of treating the source output samples is more advantageous particularly in lossy compression. Here advantageous refers a lesser distortion for a given rate, or a lower rate for a given distortion. Rate refers to the average number of bits per input sample, and the distortion measures will generally be the mean squared error (MSE) and the signal-to-noise ratio (SNR). The idea of encoding sequences of outputs over encoding of individual samples was put forward for the first time by Shannon.

In vector quantization the source output will be grouped into vectors or blocks. As an example, an L consequent samples of audio can be treated as an L-dimensional vector. This vector forms the input to a vector quantizer. The encoder and decoder has a set of these kind of vectors formed systematically to form a structure called the codebook. The vectors in the codebook are referred to as code-vectors. Each code vector is given a binary index. At the encoder, the input vector is compared with each code vector in order to find the code vector close to the input vector. To notify the decoder about which code vector was the close to the input vector, the binary index of the code vector will be transferred. As the decoder contains exactly the same codebook, it can recover the code vector given its binary index. A block diagram of this process is shown in Figure 1.
Although the encoder may have to perform a considerable amount of computations in order to find the closest reproduction vector to the vector of source outputs, the decoding consists of a table lookup. This makes vector quantization a very attractive encoding scheme for applications in which the resources available for encoding are considerably less than the resources available for decoding. However, if the decoding is to be done in software, the amount of computational resources available to the decoder may be quite limited. The amount of compression will be described in terms of the rate, which will be measured in bits per sample. Suppose the size of a codebook be k, and the input vector is of dimension L.

In order to inform the decoder of which code-vector was selected, \( \log_2 k \) bits need to be used. For example, if the codebook contained 256 code-vectors, 8 bits are needed to specify which of the 256 code-vectors had been selected at the encoder. Thus, the number of bits per vector is \( \log_2 k \) bits, as each code-vector contains the reconstruction values for L source output samples, the number of bits per sample would be \( \frac{\log_2 k}{L} \) bits. Thus, the rate for an L-dimensional vector quantizer with a codebook of size k is \( \frac{\log_2 k}{L} \) as the measure of distortion that will be used is the mean squared error. In a codebook \( \mathbf{c} \), containing the k code-vectors \( \{ \mathbf{y}_i \} \), the input vector \( \mathbf{x} \) is closest to \( \mathbf{y}_j \),

\[
\| \mathbf{X} - \mathbf{Y}_j \|^2 \leq \| \mathbf{X} - \mathbf{Y}_i \|^2 \quad \text{for all} \quad \mathbf{y}_i \in \mathbf{c}
\]

where \( \mathbf{X} = (x_1, x_2, \ldots, x_L) \) and

\[
\| \mathbf{X} \|^2 = \sum_{j=1}^{L} x_j^2
\]

The term sample will always refer to a scalar value. The output points of the quantizer are often referred to as levels. Thus, a quantizer will be referred to as a k output points or code-vectors, or as a k-level quantizer. For a given rate (in bits per sample), use of vector quantization results in a lower distortion than when scalar quantization is used at the same rate, for several reasons [1][2][3]. If the source output is correlated, vectors of source output values will tend to fall in clusters. By selecting the quantizer output points to lie in these clusters, a more accurate representation of the source output is possible. Consider the following example. Suppose the height of individuals varied uniformly between 40 and 80 inches, and the weight varied uniformly between 40 and 80 pounds. Assume that a total of 6 bits are allowed to represent each pair of values. One use 3 bits to quantize the height and 3 bits to quantize the weight. Thus, the weight range between 40 and 240 pounds would be divided into eight intervals of equal width of 25 and with reconstruction values \( 52, 77, \ldots, 227 \). Similarly, the height range between 40 and 80 inches can be divided into eight intervals of width five, with reconstruction levels \( 42, 47, \ldots, 77 \). This approach seems reasonable when one look at the representation of height and weight separately. But let’s look at this quantization scheme in two dimensions, and plot the height values along the x-axis and the weight values along the y-axis. The height values are still being quantized to the same eight different values, as are the weight values. The two-dimensional representation of these two quantizers is shown in Figure 2.

From the Figure it is evident that one can effectively get a quantizer output for a person who is 80 inches (6 feet 8 inches) tall and weighs 40 pounds, as well as a quantizer output for an individual whose height is 42 inches but weighs more than 200 pounds. Obviously, these outputs will never be used, as is the case for many of the other outputs. A more sensible approach would be to use a quantizer like the one shown in Figure 3, where the height and weight are correlated is accounted for. This quantizer has exactly the same number of output points as the quantizer in Figure 3; however, the output points are clustered in the area occupied by the input. Using this quantizer, one can no longer quantize the height and weight separately. Considering them as the coordinates of a point in two dimensions in order to find the closest quantizer output point is a good option. However, this method provides a much finer quantization of the input.

![Fig. 2 The Two-dimensional Representation of Two Quantizers](image-url)
II. CONCEPT OF VECTOR QUANTIZATION

In the example considered in the introduction section, the way of exploiting the structure in the source output is to place the quantizer output points where the source output are most likely to congregate. The set of quantizer output points is called the codebook of the quantizer, and the process of placing these output points is often referred to as codebook design. When the source output was grouped in two-dimensional vectors, as in the case of the above example, one might be able to obtain a good codebook design by plotting a representative set of source output points and then visually locate where the quantizer output points should be. However, this approach to codebook design breaks down when higher-dimensional vector quantizers are designed. Consider designing the codebook for a 16-dimensional quantizer. Obviously, a visual placement approach will not work in this case.

The most popular approach to designing vector quantizers is a clustering procedure known as the k-means algorithm, which was developed for pattern recognition applications. The k-means algorithm functions as follows: given a large set of output vectors from the source, known as the training set, and an initial set of k representative patterns, assign each element of the training set to the closest representative pattern. After an element is assigned, the representative pattern is updated by computing the centroid of the training set vectors assigned to it. When the assignment process is complete, we will have k groups of vectors clustered around each of the output points. Stuart Lloyd [4] used this approach to generate the pdf-optimized scalar quantizer, except that instead of using a training set, he assumed that the distribution was known.

The Lloyd algorithm functions as follows:

1. Start with an initial set of reconstruction values \( \{ Y_i^{(0)} \}_{i=1}^M \). Set \( k = 0, d^{(0)} = 0 \). Select threshold \( \varepsilon \).
2. Find decision boundaries \( b_j^{(k)} = \frac{y_{j+1}^{(k)} + y_j^{(k)}}{2} \), \( j = 1, 2, \ldots, M-1 \).
3. Compute the distortion \( D^{(k)} = \sum_{i=1}^M \int \frac{(x - y_j)^2}{b_j^{(k)}} f_X(x) \, dx \).
4. If \( d^{(k)} - d^{(k-1)} < \varepsilon \), stop; otherwise, continue.
5. \( k = k+1 \). Compute new reconstruction values \( \frac{\int_{b_j^{(k-1)}}^x f_X(x) \, dx}{\int_{b_j^{(k-1)}}^x f_X(x) \, dx} \). Go to step 2.

Linde, Buzo, and Gray generalized this algorithm to the case where the inputs are no longer scalars [5]. For the case where the distribution is known, the algorithm looks very much like the Lloyd algorithm described above.

1. Start with an initial set of reconstruction values \( \{ Y_i^{(0)} \}_{i=1}^M \). Set \( k = 0, d^{(0)} = 0 \). Select threshold \( \varepsilon \).
2. Find quantization regions \( V_i^{(k)} = \{ X : d(X, Y_j) < d(X, Y_i) \ \forall \ j \neq i \} \), \( j = 1, 2, \ldots, M \).
3. Compute the distortion \( D^{(k)} = \sum_{i=1}^{M} \int \left\| X - Y_i^{(k)} \right\|^2 f_X(X) \, dX. \)

4. If \( \frac{D^{(k)} - D^{(k-1)}}{D^{(k)}} < \varepsilon, \) stop; otherwise, continue.

5. \( k = k+1. \) Find new reconstruction values \( \{ Y_i^{(k)} \}_{i=1}^{M} \) that are the centroids of \( \{ Y_i^{(k-1)} \}_{i=1}^{M} \) go to step 2.

This algorithm is not very practical because the integrals required to compute the distortions and centroids are over odd-shaped regions in \( n \) dimensions, where \( n \) is the dimension of the input vectors. Generally, these integrals are extremely difficult to compute, making this particular algorithm more of an academic interest. Of more practical interest is the algorithm for the case where we have a training set available. In this case, the algorithm looks very much like the k-means algorithm.

1. Start with an initial set of reconstruction values \( \{ Y_i^{(0)} \}_{i=1}^{M} \) and a set of training vectors \( \{ X_n \}_{n=1}^{N} \). Set \( k = 0, d^{(0)} = 0. \) Select threshold \( \varepsilon. \)

2. The quantization regions \( \{ Y_i^{(k)} \}_{i=1}^{M} \) are given by \( Y_i^{(k)} = \{ X_n : d(X_n, Y_i) < d(X_n, Y_j) \quad \forall \ j \neq i \} \)

3. Compute the average distortion \( d^{(k)} \) between the training vectors and the representative reconstruction value.

4. If \( \frac{D^{(k)} - D^{(k-1)}}{D^{(k)}} < \varepsilon, \) stop; otherwise, continue.

5. \( k = k+1. \) Find new reconstruction values \( \{ Y_i^{(k)} \}_{i=1}^{M} \) that are average value of the elements of each of the quantization regions \( \{ Y_i^{(k-1)} \}_{i=1}^{M} \) Go to step 2.

This algorithm forms the basis of most vector quantizer designs. It is popularly known as the Linde-Buzo-Gray or LGB algorithm, or the Generalized Lloyd Algorithm (GLA) [5]. Although the paper of Linde, Buzo, and Gray [5] is a starting point for most of the work on vector quantization, the latter algorithm had been used several years prior by Edward E. Hilbert at the NASAJet Propulsion Laboratories in Pasadena, California. Hilbert’s starting point was the idea of clustering, and although he arrived at the same algorithm as described above, he called it the cluster compression algorithm [6]. In order to see how this algorithm functions, consider the following example of a two dimensional vector quantizer codebook design. Suppose the training set consists of the height and weight values shown in Table 1. The initial set of output points is shown in Table 2. The inputs, outputs, and quantization regions are shown in Figure 4.

### Table 1: Training Set for Designing Vector Quantizer Codebook

<table>
<thead>
<tr>
<th>Height</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>72</td>
<td>180</td>
</tr>
<tr>
<td>65</td>
<td>120</td>
</tr>
<tr>
<td>59</td>
<td>119</td>
</tr>
<tr>
<td>64</td>
<td>150</td>
</tr>
<tr>
<td>65</td>
<td>162</td>
</tr>
<tr>
<td>57</td>
<td>88</td>
</tr>
<tr>
<td>72</td>
<td>175</td>
</tr>
<tr>
<td>44</td>
<td>41</td>
</tr>
<tr>
<td>62</td>
<td>114</td>
</tr>
<tr>
<td>60</td>
<td>110</td>
</tr>
<tr>
<td>56</td>
<td>91</td>
</tr>
<tr>
<td>70</td>
<td>172</td>
</tr>
</tbody>
</table>

### Table 2: Initial Set of Output Points for Codebook Design

<table>
<thead>
<tr>
<th>Height</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>50</td>
</tr>
<tr>
<td>75</td>
<td>117</td>
</tr>
<tr>
<td>45</td>
<td>117</td>
</tr>
<tr>
<td>80</td>
<td>180</td>
</tr>
</tbody>
</table>

The input \((44, 41)\) has been assigned to the first output point; the inputs \((56, 91), (57, 88), (59, 119), \) and \((60, 110)\) have been assigned to the second output point; the inputs \((62, 114), \) and \((65, 120)\) have been assigned to the third output; and the five remaining vectors from the training set have been assigned to the fourth output. The distortion for this assignment is 387.25.
There is only one vector in the first quantization region, so the first output point is (44, 41). The average of the four vectors in the second quantization region (rounded up) is the vector (58, 102), which is the new second output point. In a similar manner, the third and fourth output points can be computed as (64, 117) and (69, 168). The new output points and the corresponding quantization regions are shown in Figure 5. From Figure 5, it is evident that while the training vectors that were initially part of the first and fourth quantization regions are still in the same quantization regions, the training vectors (59,115) and (60,120), which were in quantization region 2, are now in quantization region 3.

The distortion corresponding to this assignment of training vectors to quantization regions is 89, considerably less than the original 387.25. The first and fourth output points do not change because the training vectors in the corresponding regions have not changed. However, the training vectors in regions 2 and 3 have changed. Re-computing the output points for these regions, result in (57, 90) and (62, 116). The final form of the quantizer is shown in Figure 6. The distortion corresponding to the final assignments is 60.17. The LBG algorithm is conceptually simple, and the resulting vector quantizer is remarkably effective in the compression of a wide variety of inputs, both by itself and in conjunction with other schemes. One application for which the vector quantizer is extremely popular is image compression. For image compression, the vector is formed by taking blocks of pixels of size $N \times M$ and treating them as an $L = NM$ dimensional vector. Consider $N = M$. Instead of forming vectors in this manner, vectors can be formed by taking $L$ pixels in a row of the image. However, this does not take advantage of the two dimensional correlations in the image. Recall that correlation between the samples provides the clustering of the input, and the LBG algorithm takes advantage of this clustering.

If each codeword in the codebook is a vector with $L$ elements and if $B$ bits are used to represent each element, then in order to transmit the codebook of a K-level quantizer $B \times L \times K$ bits are needed. Consider $B = 8$ and $L = 16$. Therefore, $k \times 128$ bits are needed to transmit the codebook. As image consists of 256x256 pixels, the overhead in bits per pixel is 128k/65,536. The overhead for different values of K is summarized in Table 3.

<table>
<thead>
<tr>
<th>Codebook Size K</th>
<th>Overhead in bits/pixel</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.03125</td>
</tr>
<tr>
<td>64</td>
<td>0.125</td>
</tr>
<tr>
<td>256</td>
<td>0.5</td>
</tr>
<tr>
<td>1024</td>
<td>2.0</td>
</tr>
</tbody>
</table>
While the overhead for a codebook of size 16 seems reasonable, the overhead for a codebook of size 1024 is over three times the rate required for quantization. Given the excessive amount of overhead required for sending the codebook along with the vector quantized image, there has been substantial interest in the design of codebooks that are more generic in nature and, therefore, can be used to quantize a number of images.

As expected, the reconstructed images are not of the same quality as when the codebook is generated from the image to be quantized. However, this is only true as long as the overhead required for storage or transmission of the codebook is ignored. Assume the rate of encoding a source is $r$ bits per sample; that is, the average number of bits per sample in the compressed source output is $R$. If an $L$-dimensional quantizer is to be used, $L$ samples will be grouped together into vectors. This means that we would have $R_L$ bits available to represent each vector. With $R_L$ bits, $2^{R_L}$ different output vectors can be represented. In other words, the size of the codebook for an $L$-dimensional $R$-bits-per-sample quantizer is $2^{R_L}$.

When an image was quantized using 0.25 bits per pixel and 16-dimensional quantizers, $16 \times 0.25 = 4$ bits available to represent each vector. Hence, the size of the codebook is $2^4 = 16$. The quantity $R_L$ is often called the rate dimension product. Note that the size of the codebook grows exponentially with this product. Consider the problems. The codebook size for a 16-dimensional, 2-bits-per-sample vector quantizer would be $2^{16 \times 2}!$ This large size causes problems both with storage and with the quantization process. To store $2^{16}$ sixteen-dimensional vectors, assuming that each component of the vector can be stored in a single byte, requires $2^{32} \times 16$ bytes—approximately 64 gigabytes of storage. Furthermore, to quantize a single input vector would require over four billion vector comparisons to find the closest output point. Obviously, neither the storage requirements nor the computational requirements are realistic. Because of this problem, most vector quantization applications operate at low bit rates.

In many applications, such as low-rate speech coding, where low rate operations are involved this is not a drawback. However, for applications such as high-quality video coding, which requires higher rates, this is definitely a problem. There are several approaches to solving these problems. Each entails the introduction of some structure in the codebook and/or the quantization process. While the introduction of structure mitigates some of the storage and computational problems, there is generally a trade-off in terms of the distortion performance. Some of these approaches are presented in the following section.
III. VARIANTS OF VECTOR QUANTIZATION

\textbf{a. Tree-Structured Vector Quantizers}

Consider the two-dimensional vector quantizer where the output points in each quadrant are the mirror image of the output points in neighboring quadrants. Given an input to this vector quantizer, the number of comparisons necessary for finding the closest output point can be reduced by using the sign on the components of the input. The sign on the components of the input vector will tell in which quadrant the input lies. Because all the quadrants are mirror images of the neighboring quadrants, the closest output point to a given input will lie in the same quadrant as the input itself. Therefore, we only need to compare the input to the output points that lie in the same quadrant, thus reducing the number of required comparisons by a factor of four. This approach can be extended to L dimensions, where the signs on the L components of the input vector can tell in which of the \(2^L\) hyper-quadrants the input lies, which in turn would reduce the number of comparisons by \(2^L\). This approach works well when the output points are distributed in a symmetrical manner. However, it breaks down as the distribution of the output points becomes less symmetrical.

\textbf{b. Structured Vector Quantizers}

The tree-structured vector quantizer solves the complexity problem, but exacerbates the storage problem. The correlation between samples of the output of a source leads to clustering. This clustering is exploited by the LBG algorithm by placing output points at the location of these clusters. However, even when there is no correlation between samples, there will be a kind of probabilistic structure that becomes more evident as the random inputs of a source are grouped into larger and larger blocks or vectors. For spherically symmetrical distributions like the Gaussian distribution, the contours of constant probability are circles in two dimensions, ellipses in three dimensions, and hyper-spheres in higher dimensions. The points away from the origin have very little probability mass associated with them. The points on constant probability contours farther away from the origin have very little probability mass associated with them. Therefore, one can get rid of all of the points outside some contour of constant probability without incurring much of a distortion penalty. In addition as the number of reconstruction points is reduced, there is a decrease in rate, thus improving the rate distortion performance.

As the dimension of the input vector increases, something interesting happens. Consider quantization of a random variable \(X\) with pdf \(f_X(X)\) and differential entropy \(h(X)\). Suppose we block samples of this random variable into a vector \(X\), a result of Shannon’s, called the Asymptotic Equipartition Property (AEP), states that for sufficiently large \(L\) and arbitrarily small \(\varepsilon\).

\[
\frac{\log f_X(X)}{L} + h(X) \leq \varepsilon
\]

for all but a set of vectors with a vanishingly small probability [7]. This means that almost all the \(L\)-dimensional vectors will lie on a contour of constant probability given by

\[
\frac{\log f_X(X)}{L} = -h(X).
\]

given that this is the case. Sakrison [8] suggested that an optimum manner to encode the source would be to distribute \(2^{RL}\) points uniformly in this region. Fischer [9] used this insight to design a vector quantizer called the pyramid vector quantizer for the Laplacian source. The vector quantizer consists of points of the rectangular quantizer that fall on the hyper pyramid given by

\[
\sum_{i=1}^{L} |x_i| = C,
\]

where \(C\) is a constant depending on the variance of the input. Shannon’s result is asymptotic, and for realistic values of \(L\), the input vector is generally not localized to a single hyper pyramid. For this case, Fischer first finds the distance \(r = \sum_{i=1}^{L} |x_i|\).

This value is quantized and transmitted to the receiver. The input is normalized by this gain term and quantized using a single hyper pyramid. The quantization process for the shape term consists of two stages: finding the output point on the hyper pyramid closest to the scaled input, and finding a binary codeword for this output point [9]. This approach is quite successful, and, for a rate of 3 bits per sample and a vector dimension of 16, one can obtain an SNR value of 16.32dB. If the vector dimension was increased to 64, SNR value of 17.03dB can be obtained. Compared to the SNR obtained from using a non-uniform scalar quantizer, this is an improvement of more than 4dB. Note that in this approach the input vector was separated into a gain term and a pattern or shape term. Quantizers of this form are called gain-shape vector quantizers, or product code vector quantizers[10].
For the Gaussian distribution, the contours of constant probability are circles in two dimensions and spheres and hyper spheres in three and higher dimensions. In two dimensions, the input vector can be quantized by first transforming it into polar coordinates $r$ and $\theta$:

$$r = \sqrt{x_1^2 + x_2^2} \text{ and } \theta = \tan^{-1} \frac{x_2}{x_1}.$$  

$r$ and $\theta$ can then be either quantized independently [11], or the quantized value of $r$ can be used as an index to a quantizer for $\theta$ [12]. The former is known as a polar quantizer; the latter, an unrestricted polar quantizer. The advantage to quantizing $r$ and $\theta$ independently is one of simplicity. The quantizers for $r$ and $\theta$ are independent scalar quantizers. However, the performance of the polar quantizers is not significantly higher than that of scalar quantization of the components of the two-dimensional vector. The unrestricted polar quantizer has a more complex implementation, as the quantization of $\theta$ depends on the quantization of $r$. However, the performance is also somewhat better than the polar quantizer. The polar quantizer can be extended to three or more dimensions [13].

Recall that quantization error is composed of two kinds of error, overload error and granular error. The overload error is determined by the location of the quantization regions furthest from the origin, or the boundary. In scalar quantization, the granular error was determined by the size of the quantization interval. In vector quantization, the granular error is affected by the size and shape of the quantization interval. Consider the square and circular quantization regions shown in Figure 7.

These quantization regions need to be distributed in a regular manner over the space of source outputs. However, for now, consider the quantization region at the origin. Let’s assume they both have the same area so that they can be compared with each other. This way it would require the same number of quantization regions to cover a given area. That is, two quantization regions of the same size will be compared. To have an area of one, the square has to have sides of length one. As the area of a circle is given by $\pi r^2$, the radius of the circle is

$$\frac{1}{\sqrt{\pi}}.$$  

![Square and Circular Quantization Regions](image)

The maximum quantization error possible with the square quantization region is when the input is at one of the four corners of the square. In this case, the error is $\frac{1}{\sqrt{2}}$ or about 0.707. For the circular quantization region, the maximum error occurs when the input falls on the boundary of the circle. In this case, the error is $\frac{1}{\sqrt{\pi}}$ or about 0.56. Thus, the maximum granular error is larger for the square region than the circular region. In general, one is more concerned with the average squared error than the maximum error. Computing the average squared error:

$$\int_{Square} \|X\|^2 \, dX = 0.1666.$$  

$$\int_{Circle} \|X\|^2 \, dX = 0.159.$$  

Thus, the circular region would introduce less granular error than the square region. Unfortunately, a basic requirement for the quantizer is that for every possible input vector there should be a unique output vector. In order to satisfy this requirement and have a quantizer with sufficient structure that can be used to reduce the storage space, a union of translates of the quantization region should cover the output space of the source. In other words, the quantization region should tile space. A two-dimensional region can be tiled by squares, but it cannot be tiled by circles. Apart from squares, other shapes that tile space include rectangles and hexagons. It turns out that the best shape to pick for a quantization region in two dimensions is a hexagon [14].
In two dimensions, it is relatively easy to find the shapes that tile space, then select the one that gives the smallest amount of granular error. However, when we start looking at higher dimensions, it is difficult, if not impossible, to visualize different shapes, let alone find which ones tile space. An easy way out of this dilemma is to remember that a quantizer can be completely defined by its output points.

In order for this quantizer to possess structure, these points should be spaced in some regular manner. Regular arrangements of output points in space are called lattices. Mathematically, a lattice can be defined as follows: let \( \{a_1, a_2, \ldots, a_L\} \) be \( L \) independent \( L \)-dimensional vectors. Then the set \( L = \left\{ x : x = \sum_{i=1}^{L} u_i a_i \right\} \) is a lattice if \( \{u_i\} \) are all integers. When a subset of lattice points is used as the output points of a vector quantizer, the quantizer is known as a lattice vector quantizer. From this definition, the pyramid vector quantizer described earlier can be viewed as a lattice vector quantizer. Basing a quantizer on a lattice solves the storage problem. As any lattice point can be regenerated if the basis set is known, there is no need to store the output points. Further, the highly structured nature of lattices makes finding the closest output point to an input relatively simple.

**c. Gain-shape Vector Quantization**

In some applications such as speech, the dynamic range of the input is quite large. One effect of this is that, in order to be able to represent the various vectors from the source, a very large codebook is needed. This requirement can be reduced by normalizing the source output vectors, then quantizing the normalized vector and the normalization factor separately [15][10]. In this way, the variation due to the dynamic range is represented by the normalization factor or gain, while the vector quantizer is free to do what it does best, which is to capture the structure in the source output. Vector quantizers that function in this manner are called gain-shape vector quantizers. The pyramid quantizer discussed earlier is an example of a gain-shape vector quantizer.

**d. Mean-removed Vector Quantization**

If a codebook is being generated from an image, differing amounts of background illumination would result in vastly different codebooks. This effect can be significantly reduced if the mean from each vector is removed before quantization. The mean and the mean-removed vector can then be quantized separately. The mean can be quantized using a scalar quantization scheme, while the mean-removed vector can be quantized using a vector quantizer. If this strategy is used, the vector quantizer should be designed using mean-removed vectors as well.

**e. Classified Vector Quantization**

Sometimes the source output can be divided into separate classes with different spatial properties. In these cases, it can be very beneficial to design separate vector quantizers for the different classes. This approach, referred to as classified vector quantization, is especially useful in image compression, where edge and non-edge regions form two distinct classes. The training set can be separated into vectors that contain edges and vectors that do not. A separate vector quantizer can be developed for each class. During the encoding process, the vector is first tested to see if it contains an edge. A simple way to do this is to check the variance of the pixels in the vector. A large variance will indicate the presence of an edge. More sophisticated techniques for edge detection can also be used. Once the vector is classified, the corresponding codebook can be used to quantize the vector. The encoder transmits both the label for the codebook used and the label for the vector in the codebook [16]. A slight variation of this strategy is to use different kinds of quantizers for the different classes of vectors. For example, if certain classes of source outputs require quantization at a higher rate than is possible using LBG vector quantizers, lattice vector quantizers can be used [17].

**f. Multistage Vector Quantization**

Multistage vector quantization [18] is an approach that reduces both the encoding complexity and the memory requirements for vector quantization, especially at high rates. In this approach, the input is quantized in several stages. In the first stage, a low-rate vector quantizer is used to generate a coarse approximation of the input. This coarse approximation, in the form of the label of the output point of the vector quantizer, is transmitted to the receiver. The error between the original input and the coarse representation is quantized by the second-stage quantizer, and the label of the output point is transmitted to the receiver. In this manner, the input to the nth-stage vector quantizer is the difference between the original input and the reconstruction obtained from the outputs of the preceding \( n-1 \) stages. The difference between the input to a quantizer and the reconstruction value is often called the residual, and the multistage vector quantizers are also known as residual vector quantizers[19]. The reconstructed vector is the sum of the output points of each of the stages. Suppose we have a three-stage vector quantizer, with the three quantizers represented by \( Q_1 \), \( Q_2 \), and \( Q_3 \). Then for a given input \( X \).

\[
Y_1 = Q_1(X)
\]

\[
Y_2 = Q_2(X - Q_1(X))
\]

\[
Y_3 = Q_3(X - Q_2(X))
\]

The reconstruction \( \hat{X} \) is given by
\[ \hat{X} = Y_1 + Y_2 + Y_3 \]

This process is shown in Figure 8.

![Multistage Vector Quantization](image)

If there are \( k \) stages, and the codebook size of the \( n^{th} \) stage vector quantizer is \( L_n \), then the effective size of the overall codebook is \( L_1 \times L_2 \times \cdots \times L_k \). However, only \( L_1 + L_2 + \cdots + L_k \) vectors need to be stored, which is also the number of comparisons required. Consider a five-stage vector quantizer, each with a codebook size of 32, meaning that 160 codewords have to be stored. This would provide an effective codebook size of \( 32^5 = 33,554,432 \). The computational savings are also of the same order. This approach allows to use vector quantization at much higher rates. However, at rates at which it is feasible to use LBG vector quantizers, the performance of the multistage vector quantizers is generally lower than the LBG vector quantizers [20]. The reason for this is that after the first few stages, much of the structure used by the vector quantizer has been removed, and the vector quantization advantage that depends on this structure is not available [19][21].

There may be some vector inputs that can be well represented by fewer stages than others. A multistage vector quantizer with a variable number of stages can be implemented by extending the idea of recursively indexed scalar quantization to vectors. It is not possible to do this directly because there are some fundamental differences between scalar and vector quantizers. The input to a scalar quantizer is assumed to be iid. On the other hand, the vector quantizer can be viewed as a pattern-matching algorithm [22]. The input is assumed to be one of a number of different patterns. The scalar quantizer is used after the redundancy has been removed from the source sequence, while the vector quantizer takes advantage of the redundancy in the data. With these differences in mind, the recursively indexed vector quantizer (RIVQ) can be described as a two-stage process. The first stage performs the normal pattern-matching function, while the second stage recursively quantizes the residual if the magnitude of the residual is greater than some pre-specified threshold. The codebook of the second stage is ordered so that the magnitude of the codebook entries is a non-decreasing function of its index. Then an index \( i \) that will determine the mode can be chosen in which the RIVQ operates.

### g. Adaptive Vector Quantization

While LBG vector quantizers function by using the structure in the source output, this reliance on the use of the structure can also be a drawback when the characteristics of the source change over time. For situations like these, we would like to have the quantizer adapt to the changes in the source output. For mean-removed and gain-shape vector quantizers, the scalar aspect of the quantizer can be adapted. One way of adapting the codebook to changing input characteristics is to start with a very large codebook designed to accommodate a wide range of source characteristics [23]. This large codebook can be ordered in some manner known to both transmitter and receiver. Given a sequence of input vectors to be quantized, the encoder can select a subset of the larger codebook to be used. Information about which vectors from the large codebook were used can be transmitted as a binary string.

For example, if the large codebook contained 10 vectors, and the encoder was to use the second, third, fifth, and ninth vectors, the binary string 010100010 can be sent, with a 1 representing the position of the codeword used in the large codebook. This approach permits the use of a small codebook that is matched to the local behavior of the source. This approach can be used with particular effectiveness with the recursively indexed vector quantizer [24]. Recall that in the recursively indexed vector quantizer, the quantized output is always within a prescribed distance of the inputs, determined by the index \( i \). This means that the set of output values of the RIVQ can be viewed as an accurate representation of the inputs and their statistics. Therefore a subset of the output set of the previous intervals can be treated as the large codebook. Then the method described in [23] can be used to inform the receiver of which elements of the previous outputs form the codebook for the next interval. This method is quite simple.
Suppose an output set, in order of first appearance, is \{p, a, q, s, l, t, r\}, and the desired codebook for the interval to be encoded is \{a, q, l, r\}. Then we would transmit the binary string 0110101 to the receiver. The 1s correspond to the letters in the output set, which would be elements of the desired codebook. The subset for the current interval will be selected by finding the closest vectors from the collection of past outputs to the input vectors of the current set. This means that there is an inherent delay of one interval imposed by this approach. The overhead required to send the codebook selection is \(m/n\), where \(m\) is the number of vectors in the output set and \(n\) is the interval size.

\section{Some more Variants of Vector Quantizers}

D. Martinez Munoz et al. proposed a low delay audio coder using adaptive vector quantization [25]. A new coder that responds to a subband ADPCM structure and incorporates adaptive vector quantization was presented, requiring only 2 bits/sample. Each vector component is weighted according to its estimated standard deviation. The introduced coding delay is less than 2 milliseconds, and is only due to the perfect reconstruction filter bank. In order to obtain the best configuration, results have been obtained varying the number of bands, the number of bits in the quantizer and the analysis filters.

DavorPetrinovic et al. proposed a modification of a classical predictive vector quantization (PVQ) technique with switched-adaptive prediction for line spectrum frequencies (LSF) quantization [26]. Lower complexity is achieved through use of higher number of switched prediction matrices but with reduced number of their nonzero elements. The structures of such matrices and optimal matrix elements are obtained to maximize the quantizer closed-loop prediction gain. A comparison of this quantizer to the ones with full prediction matrices as well as to the quantizer incorporating diagonal matrices is given.

T. Z. Shabestary et al. presented an encoding scheme based on random coding theory in conjunction with companding techniques [27]. This combination provides an easy design, and a low-storage quantizer. The groundwork of the study is Gaussian sources. The motivation is the attractive properties of gaussian and gaussian mixtures (GMs), and their applications in data compression [28]-[30]. Here, codebooks are generated by compounding a union of randomly translated cubic lattices. The compander functions operate scalar wise, providing an affordable encoding complexity that is rate independent. For such a codebook, an optimal search, and the indexing of the code vectors are addressed. Performance close to finite-dimensional random coding is achieved, while the complexity is not far from scalar coding. The structure of the codebook balances between complexity and performance. In comparison to some other methods, the advantage of the proposed scheme is more distinct for correlated sources.

Jung HoonLee et al. propose a two-stage vector channel quantizer for multiple-input multiple-output (MIMO) broadcast channels with limited feedback [31]. When the number of total users is larger than the number of transmit antennas, the users to be served are selected and then the selected users are supported by beamforming based on quantized feedback information. If channel gain information (CGI) and channel direction information (CDI) are independently quantized with a product codebook, as in conventional channel quantization, the effect of cdi quantization errors is boosted by the CGI value, which becomes more pronounced as the number of users increases because the selected users are likely to have larger CGI than the others. Motivated by the analysis, a new two-stage quantizer where CGI is quantized at the first stage was devised, and then CDI is adaptively quantized at the second stage according to the quantized CGI value and total number of users. The two-stage quantizer for an arbitrarily given CGI quantizer and the number of total users was optimized. It is demonstrated that for the same feedback size, the proposed quantizer markedly improves conventional quantization with a product codebook in terms of average sum rate in MIMOB.

\section{IV. Conclusions}

The complex part of coding using vector quantization is the design of code book. The amount of redundancy that can be exploited is directly depend on the capability of code book. The code book has to be designed by considering many factors. The type of data, the source, rate at which to code and many things has to be considered. This paper has concerned the concept of vector quantization and the variants of vector quantization are presented. The superiority of vector quantization over scalar quantization is presented. The delay, code rate and complexity are conflicting each other in the application of vector quantization for coding a multimedia data. An optimum design has to be made to have less delay, less complexity and high rate.

\section{REFERENCES}
