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Abstract : Emotional metaphor is not only a cognitive phenomenon, but also a special language use 

phenomenon. It is one of the central problems in artificial intelligence, especially in natural language 

processing. At present, the research methods of emotional metaphor analysis have reached the platform stage, 

and it is unable to use the deep semantic knowledge. To solve this problem, a multi-scale semantic vector space 

is proposed to meet the needs of emotional metaphor recognition, and a synergetic analysis based emotional 

metaphor recognition model is proposed. Furthermore, several key problems of the model are studied, including 

prototype vector reconstruction, order parameter reconstruction, and evolution equation reconstruction. The 

experimental results in the emotional metaphor corpus show that the model proposed in this paper has a greater 

advantage than the general model, and the F1 value of the general metaphor is as high as 82.92. It is clear that 

this study has a certain reference value for emotional metaphor calculation and other natural language 

processing tasks. 
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I. INTRODUCTION 
Metaphor [1-2] is not only a special phenomenon of language use, but also a cognitive phenomenon of 

human thinking, which is full in every corner of our life. From different perspectives, metaphor is divided into 

different categories and has different concepts. With the rapid development of internet network, mobile phones, 

computers, mobile terminals, etc., a large amount of data information aregeneratedevery day. In particular, the 

rapid development of artificial intelligence and big data has brought the society into a new era. The machine 

intelligence is no longer unfamiliar to ordinary people [3-5]. To make the machine have intelligence, we need to 

make it constantly engage in learning in things, in order to improve the "intelligence" of the machine. Natural 

language processing (NLP) refers to the technology of communication and interaction between human natural 

language and computer system. It is an indispensable technology in many modern application scenarios. As an 

important research direction of artificial intelligence, NLP technology has begun to flourish in recent years, 

especially in voice, machine translation and other aspects, which greatly facilitates people's lives and promotes 

the development of science and technology. As an expression of human emotion and thinking, metaphor has a 

great impact on human life [6,7]. 

At present, NLP technology is mainly used to study the recognition and emotional judgment of 

metaphor. However, due to the special structure of metaphor, there is no general method to solve the problem of 

metaphor. Generally speaking, the study of metaphor has a long way to go, and it is of great significance to 

overcome the difficulties of metaphor [8-10].In recent years, with the development of mobile Internet, 

intelligent terminal and internet of things technology, especially the rapid rise of micro blog, forum and other 

network media, the public widely participate in all aspects of social comments, resulting in a large number of 

evaluation information with rich emotional tendency, people urgently hope that computers can quickly analyze 

and deal with the feelings of these text evaluation, so as to meet the needs of information prediction, public 

opinion monitoring and other aspects. In the academic circles at home and abroad, there has been a wave of 

research on emotional metaphor [11-13]. 

 At present, the research methods of emotional metaphor at home and abroad are mainly based on 

semantic analysis and traditional machine learning algorithm. These methods cannot use the deep semantic 

information, so the effect is not good. Synergetic neural network is an effective semantic analysis method [14-

16]. Therefore, this paper proposes a collaborative affective metaphor method, which can better analyze the 

semantics of affective metaphor and achieve better recognition performance.  

The rest of this manuscript is organized as follows. In Section 2, we briefly review the notions of 

synergetic pattern recognition. In Section 3, a recognition model of synergetic emotional metaphor is introduced 

and some relative methods are discussed. Finally, some experimental tests, results and conclusions are given. 
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II. SYNERGETIC PATTERN RECOGNITION 

According to the synergetic theory, the dynamic equation is used to evolve the model to be tested  from the 

intermediate state (t)  into a prototype model 

(0) (t) kb                                                                             (1) 

The dynamic equation is as follows: 
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Where  is the mode to be tested, kλ is the attention parameter, kb is the prototype mode vector, kb
 is the 

adjoint vector of kb , ( )F t is the rise and fall force, B and C  are the given parameter. kb must meet: 
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At the same time, 
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Haken gives the concept of order parameter in system dynamics  
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Haken points out that the process of cooperative pattern recognition can be described by potential dynamic 

equation. The potential function equation is: 
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By substituting the order parameter into the formula, we can get
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When the dynamic energy of the order parameter is exhausted, the system will be in a stable state. 

k 0  ,   1 k M  （9） 

 

III. RECOGNITION MODEL OF SYNERGETIC EMOTIONAL METAPHOR 
(1)Knowledge space construction 

 As mentioned before, we use vector based semantic space to express semantics. In this research, we 

intend to improve the modeling from the above shortcomings of traditional vector space, and construct vector 

semantic space from context information, emotion information, word meaning information, and topic model. 

These information will be helpful to the disambiguation in emotional metaphor. The emotional metaphor space 

is shown in Figure 1. 
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Fig.1. Knowledge space construction 

 

(2) Synergetic analysis model 
a)Prototype vector reconstruction 

 In the processing of structured information, we skip the transformation process from structured 

information to plane features, and use tree kernel function to directly introduce the captured effective structured 

information into emotional metaphor recognition. Let 1b  and 2b are prototype vector, 1, 2, )i i  （  is 

parameters. 

1 2 1 2( , ) ( ) ( )i i i
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b) Order parameter reconstruction 

 The order parameter reflects the similarity between the prototype and the test mode. By using dense, 

multi-dimensional vector representation method to calculate word similarity, we can better model large-scale 

context, thus greatly improving the language model. In this way, the process of emotional metaphor recognition 

is regarded as the competition process of many order parameters, and the result of metaphor recognition is 

obtained through the evolution of dynamic equation. 

 

c) Reconstruction of evolution equation 

 In the traditional synergetics, the rise and fall forces are ignored in the evolution equation of potential 

function. The rise and fall of facts makes effective use of prior knowledge. The evolution equation will be 

reconstructed according to the global constraints between multiple knowledge sources to ensure that only one 

order parameter wins in the order parameter layer. 
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The metaphorical model of collaborative emotion is shown in Figure 2. 

 

 
Fig.2. Synergetic emotional metaphor based on synergetic neural network 
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IV. EXPERIMENTAL RESULTS 
 In this section, we use the trifold cross validation method to train with 2 / 3 of the training set data in 

each step. The remaining 1 / 3 of the corpus are tested,and the relevant performance indicators are calculated 

respectively. The average value of three times is taken as the experimental result. Table 1 shows the details of 

the experimental corpus. 

 

Table 1．Experimental corpus 

 Data description Number of sentences 

 

Metaphorical sentence 180 

Non metaphorical sentence 125 

 

 In this paper, precision, recall and F1 are used to evaluate the performance of the model. 
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In order to make a better comparison, we use three different order parameter construction methods. 

Pseudo-inverse method: Construction of order parameters based on pseudo inverse; 

Weighted distance method: Construction of order parameters based on weighted distance; 

ST: Emotional MetaphorRecognition model based on synergetic neural network. 

The experimental results are shown in Table 2. 

 

Table 2.Performance comparison of different methods (%) 

Algorithm 
Performance  

Precision Recall F1  

Pseudo-inverse method 70.49 68.52 69.49  

Weighted distance method 72.13 76.39 74.20  
ST  81.31 84.59 82.92  

 

 As can be seen from Table 2, compared with pseudo-inverse method and weighted distance method, 

the method proposed in this paper can make better use of semantic knowledge, so as to improve the performance 

of emotional metaphor recognition. 

 

V. Conclusion 
 To meet the needs of emotional metaphor recognition, a multi-scale semantic vector space is proposed, 

and a model of emotional metaphor recognition based on synergetic analysis is proposed. On this basis, several 

key problems of the model are studied, including prototype vector reconstruction, order parameter 

reconstruction and evolution equation reconstruction. Finally, a series of numerical experiments are carried out 

to prove the validity and feasibility of the method. 
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