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Abstract: The Capacitated Vehicle Routing Problem (CVRP) is a vital combinatorial optimization problem in 

transportation which has been extensively studied in the literature. Since CVRP is NP-Hard, it is extremely 

difficult to find the exact optimal solution when the number of customers/clients increases. To address this 

problem, an efficient novel two-phased heuristic is presented in this paper for solving CVRP within a 

reasonable central processing unit (CPU) time. The developed novel heuristic is comprised of two phases. The 

first phase is an iterative procedure which creates N (number of customers) sets of clusters. In each iteration, 

all customers are clustered without exceeding the vehicle capacity. Subsequently, a parameter, which is defined 

using the concept of the convex hull, is used to select the best set of clusters. In the second phase, Traveling 

Salesman Problem (TSP) of each cluster of the best set of clusters is separately solved by the Genetic algorithm. 

In order to test the performance of the novel heuristic, a computational experiment was conducted by using the 

most prominent parallel version of Clarke and Wright heuristic (CWP) and thirty well-known benchmarked 

problem instances. It was illustrated that the novel two-phased heuristic is more efficient than the CWP 

heuristic.   
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I. Introduction 
The Vehicle Routing Problem (VRP) is one of the most demanding combinatorial optimization 

problems in transportation. Basically, VRP consists of finding an optimal set of routes for a fleet of vehicles to 

satisfy the predetermined demands of a given set of customers while respecting the operational constraints. The 

main objective of VRP is to minimize the transportation cost. The VRP is a generalization of the well-known 

Traveling Salesmen Problem and it was introduced by George Dantzig and John Ramser in 1959 as an 

application to petrol deliveries [1]. The VRP is classified into many variants according to the characteristics 

such as the size of the fleet, type of fleet, nature of demand, nature of the product, operation,etc. [2].  

The Capacitated Vehicle Routing Problem is a special variant of VRP, which has a homogeneous fleet 

of delivery vehicles of each with uniform capacity located at a prime depot for fulfilling the known demands of 

geographically dispersed customers/clients without violating the vehicles capacities. In the recent era, the CVRP 

has been extensively addressed in the literature due to the complexity of solving and its abundance of 

applicability in various industrially related real-world situations. The CVRP can be represented as a weighted 

directed graph G = (V, A), where V = {ν0, ν1, …, νn}represents the set of the vertices and A= {(νi, νj):i ≠ j} 

represents the set of arcs. The vertex ν0 represents the prime depot and the others represent the customers. For 

each arc (νi, νj), a non-negative value Cij is associated with it. This value corresponds to the distance between the 

vertices νi and νj in terms of cost/time between the two vertices. A demand qi is associated with each customer’s 

vertex νi. In this case, the objective is to minimize the total cost of routing subject to following constraints: 

every customer must be visited exactly once by exactly one vehicle, all the vehicles' routes start and end at the 

depot andthe total demand of the customers of each route should not exceed the capacity of each vehicle [3].  

The solution techniques for CVRP are classified into three main categories: Exact algorithms, Heuristic 

algorithms and Meta-Heuristic algorithms. Every feasible solution of the search space is examined by the exact 

algorithms until one of the best is reached, such as Branch and Bound [4], and Branch and Cut. A limited 

exploration of the search space is performed by heuristic algorithms, and near-optimal solutions are found 

within reasonable computational time. The Constructive heuristics and Two-phased heuristics are the two 

subcategories of heuristic algorithms. In literature, there are many proposed heuristics for both of these sub-

categories[5][6]. A deep exploration of the most promising region of the search space is performed by the meta-

heuristic, such as Ant algorithm [7], Tabu Search [8], Constraint Programming [9], etc.  

https://en.wikipedia.org/wiki/George_Dantzig
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The CVRP is an NP-hard problem which usually requires non-polynomial time algorithms for solving. 

In other words, the complexity of the problem grows exponentially as the number of customers/clients increases. 

Hence, the exact algorithms can only tackle relatively small-scale problems. But heuristics and meta-heuristics 

are capable of finding relatively good solutions for all CVRP within a reasonable computational time. Thus, the 

exact optimal solution for large-scale CVRP is not guaranteed by any technique.  Due to the limitations of exact 

algorithms they are rarely used in practice. The objective of this study was to introduce an efficient novel two-

phased heuristic to find comparatively better solutions for CVRP. The two-phased heuristics have two 

approaches namely, route-first cluster-second and cluster-first rout-second. In route-first cluster-second 

approach, a giant TSP route is constructed by the first phase disregarding the constraints of CVRP and this giant 

route is spilt into feasible vehicle routes in the second phase [10]. In the second approach, initially all the 

customers are clustered into feasible clusters and subsequently construct the actual vehicle routes [11]. The 

novel two-phased heuristic which is presented in this paper is belong to cluster-first route-second approach. 

 

II. Methodology 
2.1 Integer Linear Formulation of CVRP 

 The first mathematical formulation for solving CVRP was presented by Dantzig and Ramser in the 

seminal paper [1]. Subsequently, various mathematical formulations have been developed[12]. A detailed 

survey on modeling and solving VRP was conducted by Gilbert Laporte in 2009 [13]. A well-known integer 

linear formulation of CVRP is described below[14]: 

Minimize 

   cij

n

j=0,i≠j

n

i=0

p

r=1

xrij ,  (1) 

 

Subject to 

  xrij = 1

n

i=0,i≠j

p

r=1

, ∀j ∈  1, … , n , (2) 

 

 xr0j = 1

n

j=1

, ∀r ∈  1, … , p , (3) 

 

 xrij =  xrji

n

i=0

n

i=0,i≠j

, ∀j ∈  0, … , n , r ∈  1, … , p , (4) 

 

  djxrij ≤ Q

n

j=1,i≠j

n

i=0

, ∀r ∈  1, … , p , (5) 

 

   xrij ≤  S − 1

j∈S,i≠ji∈S

p

r=1

, ∀S ⊆  1, … , n , (6) 

 

xrij ∈  0,1 , ∀r ∈  1, … , p , i, j ∈  0, … , n , i ≠ j. (7) 

 

 where xrij  is a binary variable which indicates the vehicle r, r ∈  1, … , p  traverses an arc (i, j), i = 0 

denotes the prime depot, cij  is a non-negative traveling cost along arc (i, j), the demand of i
th

 customer is 

denoted by di , and Q is the maximum capacity of avehicle. Minimizing the total vehicle routing cost is the 

objective of CVRP and it is stated in (1). The constraint, each customer is visited by exactly one vehicle is 

specified by the equation (2). The constraint (3) ensures that each vehicle starts routing from the depot only 

once. The constraint, number of vehicles arriving and leaving a particular customer or the depot is equal, is 

ensured by the equation (4). The capacity constraint and the sub tour elimination constraint are represented by 

equations (5) and (6) respectively. Finally, the binary variable xrij   is declared by the equation (7).  

 

2.2 The Clarke and Wright(CW) heuristic  

 The CW heuristic is the most popular and highly practiced heuristic in the literature of CVRP. This 

heuristic is based on the notion of savings distance. Initially, n (number of customers) number of routes are 
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created to serve n customers which means one vehicle serves only one customer. Subsequently, savings distance 

is calculated by the equation (8) for each pair of customers i, j, i ≠ j, where the saving distance of customer pair 

(i, j) and transportation cost between customer locations (i, j) are denoted by Sij and Cij respectively.  

 

Sij = Ci0 + C0j − Cij                                                                                                               (8) 

 Then a savings list is created by sorting the customer pairs according to the decreasing order of the 

savings distance. A customer pair (i, j) is selected from the top of the savings list and start merging. In each 

iteration of the CW heuristic, two routes are merged if i and j are belonging to separate routes, the vehicle 

capacity is not exceeded and, i and j are first or the last customer on their routes. There are two versions of the 

Clarke and Wright heuristic. In parallel version of the Clarke and Wright heuristic (CWP), the merge yielding 

the largest saving distance is always implemented, but in sequential version of the Clarke and Wright heuristic 

(CWS), the same route is expanded until no more merging is feasible. According to the literature, the parallel 

version is much better than the sequential version [15]. Hence, the parallel version of CW heuristic is used for 

the performance comparison of the novel heuristic.   

 

2.3 Genetic Algorithm for Traveling Salesman Problem (TSP) 

 The Traveling Salesman Problem is a well-known NP-hard combinatorial optimization problem. 

Basically, the problem is to find the shortest possible tour visiting all the given customers exactly once and 

return to the starting point. Even though the problem is difficult to solve in computationally, there are proposed 

exact algorithms and heuristics in the literature. The genetic algorithm is one of the best heuristics which was 

applied to solve the TSP in literature. The genetic algorithm was derived based on the Charles Darwin’s theory 

of biological evolution by John Holland in 1975 [16]. The steps of the typical genetic algorithm are outlined 

below.  

 

1. Generate a random population of feasible solutions to the problem 

2. Evaluate the fitness function (total distance of the tour) for each solution in the population 

3. Repeat the following steps to create a new population 

i. Select two parents (feasible solutions) from the population according to their fitness  

ii. Cross over the parents to create a new offspring  

iii. Mutate the new offspring 

iv. Place the new offspring in the new population  

4. If the end condition is satisfied, stop the process and return the best solution in the current population. 

Otherwise, go to step 2.   

 

 Various genetic algorithmic techniques have been developed to solve TSP in the literature by 

introducing different kinds of advances to genetic operations such as crossover, mutation and their 

combinations. A literature survey on available genetic algorithms to solve TSP was conducted in 2012 [17]. For 

the second phase of our novel heuristic, one implementation of the genetic algorithm to solve TSP was used 

[18]. The terminologies and configuration parameters of the genetic algorithm used in the novel heuristic are 

described below.  

 

2.3.1 Chromosome Encoding  

 In the genetic algorithm, a particular solution for the problem is represented by a chromosome and it 

contains a set of information about the solution. The encoding techniques are used for converting the solutions 

to chromosomes. In general, there are various encoding techniques which can be used in the genetic algorithm, 

such as binary encoding, octal encoding, hexadecimal encoding, permutation encoding, value encoding and etc. 

Usually, the encoding techniques are problem specific. The permutation encoding is best suited to represent the 

solutions of TSP. This encoding is generally used in ordering issues in which genetic operators are required to 

keep all the values in chromosome exactly once.  In the genetic algorithm implementation of the novel heuristic, 

the permutation encoding was used.  

 

2.3.2 Fitness Function 

 The fitness function is constructed according to the objective of the problem and used to evaluate the 

fitness value of each chromosome in the population. The quality of each chromosome is reflected by the fitness 

value. The fitness value is used by the genetic algorithm to select chromosomes for the reproduction of the new 

generations. In other words, the chance of a chromosome being selected for reproduction is directly depends on 

its fitness value. In this study, total TSP tour distance of chromosome was used as the fitness value. The 

chromosomes with less TSP tour distance get higher chance to be selected to reproduce the next generation.  
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2.3.3 Initial Population and Stopping Criterion 

 The entire convergence process is affected by the initial population. A specific initial population may 

limit the search space to a particular area. Consequently, the convergence process leads to a local optimum. On 

the other hand, a diverse initial population may explore solutions in a wider search space and waste the 

computational time. Accordingly, the initial population of the novel heuristic was generated by using random 

permutations. Stopping criterion is the end condition of the evolutionary process in the genetic algorithm. In our 

study, the number of generations was defined as the stopping criterion. The size of the initial population and 

number of generations are set to 100 and 400 respectively by conducting a few trial executions on the 

benchmarked problems. Note that according to the operations of the used genetic algorithm, the initial 

population size should be divisible by four.  

 

2.3.4 Iterative Steps to Create a New Generation of the Genetic Algorithm 

1. Evaluate the fitness value of each chromosome of the current generation  

2. Rearrange the chromosome of the current generation in random order 

3. Obtaining four chromosomes at a stretch from the top of the rearranged generation, proceed following steps 

until complete the reproduction of new generation  

4. Find the best chromosome from these four chromosomes according to the fitness value  

5. The best chromosome is added to the new generation without any change and used to reproduce another 

three offspring (Elitism rate = 0.25) 

6. Randomly select two positions of the best chromosome and use following mutations to reproduce offspring 

a. Flip: organize the values in between two selected positions in reverse order  

b. Swap: exchange values of the two selected positions  

c. Shift: move values in between the selected positions by one position forward 

 

The following figure 1 is illustrated the above mutations clearly. In the illustration, randomly selected two 

positions are 3 and 7 which contain the values 1 and 6 respectively.  

 

 
Figure 1: Illustration of mutations used in the genetic algorithm 

 

2.4 The Novel Two-Phased Heuristic 

The Novel heuristic comprises of two phases. A flowchart which clearly describes all the steps of the 

novel heuristic is shown in the figure 2 below. In the beginning of the first phase, a cost/distance matrix is 

calculated which contains the distance among all the customer nodes and the depot. The first phase is an 

iterative procedure which creates N (number of customers) number of sets of clusters. In the figure 2, the steps 

of the iterative procedure are highlighted in the shaded rounded rectangle. In each iteration, all customers to be 

served are clustered according to a repeatedly updating distance list of non-clustered customer nodes without 

exceeding the vehicle capacity. The number of clusters created may different from iteration to iteration. The 

process of the n
th

 iteration is explained in detail below.  

At the beginning of n
th

 iteration, distances from n
th

 customer node to all the other customer nodes are 

obtained from the distance matrix and a distance list is formed by arranging those distances in ascending order. 

The first cluster of the n
th

 iteration is started with n
th

 customer node by setting the total demand of the current 

cluster (TDCC) to the demand of the n
th

 customer node and n
th

 customer node is marked as a clustered node. 

After that, if inserting first node (i) from the top of the distance list does not exceed the TDCC, the node i is 

added to the current cluster, removed from the distance list and marked as a clustered node. Then, the demand of 

node i is added (TDCC = TDCC + di) to TDCC. Accordingly, customer nodes are inserted to the first cluster 

from the top of the list until vehicle capacity constraint reached.  

Afterwards, next customer node (i) from the distance list is selected and the second cluster starts with 

that selected customer node. A new distance list is formed by obtaining distances from the selected customer 

node (i) to all the other non-clustered customer nodes. Again, customer nodes are inserted into the second 

cluster, according to the new distance list without exceeding the vehicle capacity. This procedure is repeated 

until all the customer nodes are clustered and subsequently the next ((n+1)
th

) iteration commences.  
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Figure 2: Flowchart of the novel two-phasedheuristic for solving CVRP 

 

 At the end of the first phase, the best set of clusters (best clustering) is selected based on the measure 

defines as (Area of the convex hull) / (Number of nodes in the cluster). The convex hull of a set X of points in 

the Euclidean plane is defined as the smallest convex set that contains X. Initially, a convex hull is formed by 

considering the locations of customer nodes of a particular cluster and then area of that convex hull is 

calculated. Subsequently, the area is divided by number of customer nodes in that cluster. In a similar way, that 

value is evaluated for all the clusters of one particular iterative set of clusters and calculate the summation. This 

summation is used as the parameter to select the best set of clusters.  In the second phase of the heuristic, the 

Genetic Algorithm is separately applied to solve the TSP of each cluster of the best clustering. Ultimately, a 

comparatively better set of vehicle routes is obtained by satisfying all the constraints of CVRP.    

 

2.5 Performance Comparison  

 In the computational experiment, the optimality of the solution and the CPU time for execution 

(computational time) were considered for the performance comparison.The Relative Percent Deviation (RPD) 

and the Average Relative Percent Deviation (ARPD) were used as performance measures for comparing the 

solutions of each heuristic to the best-known solutions: 

 

𝑅𝑃𝐷 =
HS − BKS

BKS
× 100%                                                                                         9  
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In the equation (9), the best-known solution and heuristic solution are denoted by BKS and HS respectively. The 

average of a set of RPD values is represented by ARPD.  

 

III. Computational Results 
 In order to test the performance of the novel two-phased heuristic, the most prominent CWP heuristic 

was selected from the literature. Then thirty (22 instances of Augerat et al. 1995 and 8 instances of Christofides 

and Eilon 1969) benchmarked problem instances were used to conduct a fair comparison between the CWP and 

the proposednovel heuristic.  

 

Table I: Computational results of the CWP heuristic and the novel two-phased heuristic 

Instance n Q BKS 

Novel Heuristic CWP Heuristic 

Solution 
RPD 
(%) 

CPU 

 time  

(s) 

No.  

Vehi 
cles 

used 

Solution 
RPD 
(%) 

CPU 

 time  

(s) 

No.  

Vehi 
cles 

used 

P-n16-k8 15 35 450 492.28 9.40 1.35 9 478.77 6.39 0.03 7 

P-n19-k2 18 160 212 252.19 18.96 0.5 3 248.85 17.38 0.04 3 

P-n20-k2 19 160 216 218.31 1.07 0.36 2 252.79 17.03 0.04 3 

P-n21-k2 20 160 211 212.71 0.81 0.36 2 253.16 19.98 0.05 3 

P-n22-k2 21 160 216 217.85 0.86 0.36 2 260.53 20.62 0.06 3 

P-n22-k8 21 3000 603 724.51 20.15 1.67 11 590.62 (-2.05) 0.05 9 

E-n22-k4 21 6000 375 385.29 2.74 0.66 4 388.77 3.67 0.08 4 

E-n23-k3 22 4500 569 592.87 4.20 0.51 3 660.93 16.16 0.07 4 

E-n30-k3 29 4500 534 613.68 14.92 0.68 4 603.40 13.00 0.14 4 

P-n40-k5 39 140 458 511.60 11.70 0.88 5 507.05 10.71 0.35 6 

P-n45-k5 44 150 510 526.74 3.28 0.91 5 572.78 12.31 0.56 7 

P-n50-k7 49 150 554 597.58 7.87 1.25 7 604.25 9.07 0.88 8 

P-n50-k8 49 120 631 747.50 18.46 1.54 9 676.16 7.16 0.90 10 

P-n50-k10 49 100 696 753.99 8.33 1.85 11 739.84 6.30 0.86 11 

P-n51-k10 50 80 741 839.24 13.26 2.02 12 776.10 4.74 1.03 11 

E-n51-k5 50 160 521 609.06 16.90 1.1 6 650.36 24.83 1.11 8 

P-n55-k7 54 170 568 616.12 8.47 1.3 7 629.27 10.79 1.59 8 

P-n55-

k8(7) 
54 160 588 623.66 6.06 1.28 7 630.77 7.27 1.53 8 

P-n55-k10 54 115 694 738.54 6.42 1.74 10 746.76 7.60 1.38 11 

P-n60-k10 59 120 744 822.94 10.61 1.82 10 807.25 8.50 2.47 11 

P-n60-k15 59 80 968 1097.09 13.34 2.83 17 1005.54 3.88 2.46 16 

P-n65-k10 64 130 792 939.71 18.65 1.98 11 839.48 6.00 2.37 10 

P-n70-k10 69 135 827 925.61 11.92 2.04 11 888.27 7.41 3.32 11 

P-n76-k4 75 350 593 638.91 7.74 1.08 4 792.13 33.58 4.63 9 

P-n76-k5 75 280 627 726.67 15.90 1.38 6 792.13 26.34 4.54 9 

E-n76-k7 75 220 682 747.40 9.59 1.5 7 799.11 17.17 5.13 9 

E-n76-k8 75 180 735 855.10 16.34 1.65 8 827.11 12.53 5.13 9 

E-n76-k14 75 100 1021 1098.54 7.59 2.69 15 1086.34 6.40 5.68 15 

P-n101-k4 100 400 681 752.88 10.56 1.49 4 926.98 36.12 15.51 10 

E-n101-k8 100 200 815 897.27 10.09 2.08 8 1007.16 23.58 22.21 12 

 

 All the used benchmarked instances and their best-known solutions are available at Capacitated 

Vehicle Routing Problem Library (CVRPLIB) [19]. Both heuristics were coded in MATLAB R2014a 

(8.3.0.532) and the computational experiment was carried out using a 1.60 GHz Intel Core i5 with 8.0 GB of 

RAM.  
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 The details of all the used benchmarked problems and computational results of the novel two-phased 

heuristic and the CWP heuristic are shown in the tableI. The number of customers (N) and vehicle capacity (Q) 

of each benchmarked problem instance are mentioned in second and third columns respectively in the table. The 

average relative percent deviation of the novel two-phased heuristic and the CWP heuristic are 10.21% and 

13.15% respectively. The computational solutions of CWP heuristic may have slight deviations with the 

solutions reported in the literature because the CWP heuristic does not define how to break the ties between two 

pairs of customers with equal savings distance [20].  

 

IV. Discussion 
 More promising solutions in terms of total traveling distance were generated by the novel two-phased 

heuristic than the CWP heuristic for 16 out of 30 benchmarked problem instances which are highlighted in the 

table I. When comparing the number of vehicles required for the novel and the CWP heuristics to solve these 30 

instances, fewer number of vehicles were used by the novel heuristic than the CWP heuristic for 19 instances. 

Equal number of vehicles were used by both heuristics to solve 6 instances. Minimizing the required number of 

vehicles to satisfy the demands of all the customers is economically beneficial as well as minimizing the total 

traveling distance. In that regard, more economically beneficial solutions were found by the novel two-phased 

heuristic than the CWP heuristic.  

 A bar chart for the relative percent deviations of the CWP heuristic and the novel two-phased heuristic 

are shown in the figure 3. The relative deviations of the total traveling distance from the best-known solution 

among both heuristics are clearly represented in the bar chart. As seen in the bar chart, it is difficult to precisely 

specify which heuristic was generated better optimal solutions for the CVRP because both heuristics were 

generated competitive solutions for the selected benchmarked problem instances. But the average relative 

percent deviation of the novel two-phased heuristic (10.21%) is less than the CWP heuristic (13.15%). Hence 

comparatively better solutions are generated by the novel two-phased heuristic for CVRP.  

 

 
Figure 3: Relative percent deviation of the CWP heuristic and the novel two-phased heuristic 

 

 In real world applications, not only the optimality of the solution but also the CPU time for execution 

(computational time) is important. A line graph which represents the variabilities of CPU time with respect to 

the number of customers is shown in the figure 4. According to the graph, the CPU time required for the CWP 

heuristic is marginally less than the novel two-phased heuristic for the problems with a small number of 

customers. But when the number of customers increases above 60, the CWP heuristic shows exponential growth 

of CPU time while the CPU time of the novel two-phased heuristic remains at the same level.    
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Figure 4: CPU (Computational) time of the CWP heuristic and the novel two-phased heuristic 

 

 In the computational experiment, it has been revealed that the CWP heuristic reached to a better 

optimal solution than the best-known solution of the CVRPLIB for the benchmarked problem instance P-n22-

k8. Because of that, the RPD value of CWP heuristic for that instance was negative (-2.05%) in table 1. The 

obtained solution by applying the CWP heuristic and the best-known solution of the CVRPLIB for the instance 

P-n22-k8 are demonstrated in thefigure 5:  

 

Best-known in CVRPLIB CWP heuristic 

  
Route #1: 0  190 

Route #2: 0  21 17 12  0 

Route #3: 0  18 20 14  0 

Route #4: 0  16 150 

Route #5: 0  13 11  0 

Route #6: 0  10 8 3 4  0 

Route #7: 0  9 2 1 6  0 

Route #8: 0  7 50 

 

Total traveling distance = 603 

 

Route #1: 08  6  1  2  9  0 

Route #2: 0 10  3  4  0    

Route #3: 0  5  7  0    

Route #4: 0 14 20 21  0    

Route #5: 0 15  18  17  0    

Route #6: 0 11  13  0    

Route #7: 0 12  0    

Route #8: 0 16  0    

Route #9:0 19  0    

 

Total traveling distance = 590.62 

Figure 5:  BKS and CWP heuristic solution of P-n22-k8 

 

 The graphical representation, the formulated routes and the total traveling distance are shown in the 

figure 5. According to the comparison between best-known and the CWP heuristic solutions for this instance, 

the total traveling distance of the CWP heuristic solution was 590.62 units with nine routes while the total 

traveling distance of best-known solution in the CVRPLIB was 603 units with eight routes. 
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V. Conclusion 
 According to the computational experiment, a lower average relative percent deviation was obtained by 

the novel two-phased heuristic than the CWP heuristic. Hence, comparatively better solutions are found by the 

presented novel heuristic compared to the CWP heuristic. Fewer number of vehicles were used by the novel 

two-phased heuristic than the CWP heuristic to solve CVRP. Minimizing the required number of vehicles is 

economically beneficial as well as minimizing the total traveling distance. In that regard, more economically 

beneficial solutions were found by the novel two-phased heuristic than the CWP heuristic. For the small-scale 

problems, marginally more CPU time is required to the novel heuristic than the CWP heuristic, but when the 

number of customers was increased beyond 60, an exponential growth of CPU time was shown in the CWP 

heuristic while the CPU time of our heuristic remained in the same level. Therefore, the novel two-phased 

heuristic is more efficient for solving CVRP.  
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